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Modeling of CQ Removal from Flue Gases with Monoethanolamine

By

Stefano Freguia, M.S.E.
The University of Texas at Austin, 2002
SUPERVISOR: Dr. Gary T. Rochelle

The public interest in C&removal from flue gases has recently increased, due
to more restrictive regulathe on emissions of greenhouse gaJdwe use of a
classic absorption/stripping process downstream of power plants is the only option
so far. Aqueous monoethanolamine is the most common solvent used to absorb
CQ.. Its problen is that the energy required feolvent regeneration fggh.

This work focuses on the creationaf ASPEN PLUS ratbased modebf an
absorption/stripping process for removal of L@ith 30 wt% aqueous
monoethanolamine. The absorber was modeled with RATEFRAC andckineti
reactions, th stripper withRATEFRAC and equilibrium reactions. The rates of
absorption follow the InterfacBseudeFirstOrder approximation, with rate
constants adjusted to match experimental data (Dang, 2001). The equilibrium
follows an ElectrolyteNRTL model, regessed using data from Jou et al. (1995).

The model was usetb analyze the effects of process variables on energy
requirementThe solvent circulation rate seems to be the most effective variable to
adjust. Other process changes were analyzed, such s aeutralization, stripper
pressure decrease, split flow configuration, absorber intercooling. Even if the
energy requirement is lowered by some options, the extent of the reduction is not

large enough to make the process economic on a large scale pewter p
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Chapter 1

Introduction

Removal of carbon dioxide has been practiced industrially for severatiele
Different processes need to have Z8moved. In natural gas processing @O
removed to reduce the costs of compression and transportation. In ammonia
manufacture C@needs to be removed from the hydrogen stream, since it poisons
the catalyst fothe reaction betweenjHind N. Power plant flue gases are a new
application ofCO, removal processes, compared to the first thmothis case CQ
is removed only to reduce greenhouse emissions. This issue is of increasing
interest, because global wangiis an important environmental and political issue.
With the Kyoto protocol of 1997 fortgne industrialized countries agreed to cut
the carbon dioxide emissions to approximately 5% less than the emissions in 1990,
in a five year period going from 2008 2012. This situation makes @€apture an
important issue in the economies of most countries. It is a fact that ee@0val
facility is an expensive plant, and the operating costs are very high. For a power
plant the removal of 90% of the G&om theflue gas can use up to 30% of the
energy produced by the plant (IEA Greenhouse Gas R&D Programme). This
represents a heavy loss, and the focus of research in this field is to reduce the costs

of removal, in particular reducing its energy requirements.

1



CO, has some uses and can be sold on the market. It is used mostly in enhanced
oil recovery (EOR). C® flooding represents one of the main methods for
extracting the final amounts of recoverable oil from depleted reservoitds @30
used in the food indust for carbonated beverages and brewing. It finds uses in
smaller quantities as inert gas or as supercritical solvent. The problem of the CO
market is that many processes produce &0a byproduct, and there is no need to
buy from flue gas plants. In ddion the amount of C®needed for the
aforementioned processes is much smaller than the amount that can be recovered

from power plant flue gases.

1.1. Alkanolamines and their reactions with CO»

CO, capture is typically done by absorption with alkanolzewater solutions.
The alkanolamines are bases, and they react with the acid specids @@m
different reaction products. They contain alcohol groups in order to become soluble
in water. The first alkanolamine to be used industrialgs monoethanolame
(MEA). This is the only amine that will be considered in this work. Its structure is
shown inFigure 1.1, where it is compared to the structures of other common
alkanolamines, such as methyldiethanolamine (MDEA), diethanola(mi&d\),
triethanolamineTEA), diglycolamine (DGA), and piperazine (PZ). The amines are
distinguished as primary, secondary and tertiary, according to the number of
organic groups attached to the alkalmtrogens MEA is a primary amine, DEA
and PZ are secondary amines, and MD&#d TEA are tertiary amines. The
different categories of amines differ on the type of mechanisms with which they
react with CQ, as well as the reaction products and the heats of reaction. Typically
primary and secondary amines react forming a carbaspatges, and the reaction
may or may not proceed through an intermediate called the zwitterion.

CO, + R;NH<+—> RNH'COO (zwitterion) (1.1)

R:NH*COO + R;NH «— R;NCOO + RyNH," (1.2)
(carbamate)(protonated amine)
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Tertiary amines cannot form a carbamate species, because they do not have a
hydrogen attached to the nitrogen atom. Typically the tertiary amines react

according to equation 1.3.

CO;+ RsN + H,02 HCO; +RgNH" (1.3)
HO-CH,-CH;
3 \
HO-CH,-CHN” , NH
HO-CH,-CH3
H
Diethanolamine (DEA
Monoethanolamine ! ine (DEA)
(MEA)
HO-CH;-CHa\ HO-CHp-CHa\
N-CHs N-CH,-CH,-OH
HO-CH,-CHg~ HO-CHy-CH,”
Methyldiethanolamine Triethanolamine (TEA)
(MDEA)
H

/
HO-C2H4-O-C2H4-N\
H H- -H

Diglycolamine (DGA)
Piperazine (P2)

Figure 1.1. Chemical structures of most common alkanolamines.



Primary and secondary amines usually react faster than tertiary amines, and
CO; has higher heats of absorption in these aminestsHéaeaction at Z5C and
unloaded conditions are approximately 2kcal/mole for MEA and 14.8cal/mole
for MDEA (Kohl and Nielsen, 1997).

A typical rate expression for amines thatet according to 1.And 1.2 is
equation 1.4Littel et al., 1991).

[RiRNH][CC]
1

—+
k2 kH20[H20]+ kR1R2N>{R1RzN H] + kB[B]
where [RR2NH], [CO,] and [HO] are the concentration of alkanolamine, @6d

water respectively, and B is any other base in solution that can extract a proton

Rea = (1.4)

from the zwitterion.

For MEA the equation is particularly singpl The rate is dominated by the
zwitterion formation, rather than by its reaction with another base. Therefore the
rate expression becomes simply first order with respect to MEA.

Rcor= k2 [CO;] [MEA] (1.5)
The advantage of a fast reacting amine is thatsize of the separation equipment
(absorbers) is smaller. The drawback is that more heat is required to reverse the
reaction and regenerate the solvent. Solvent regeneration is the main obstacle to
cost reduction of C@capture.

The choice of a properolvent is important. Some work has been done on
mixed solvents. Bishnoi (2000) and Dang (2001) researched the properties of
piperazine promoted MDEA dnMEA respectively. Cullinane2002) is currently
studying the absorption into piperazine promoted patassarbonate (KCOs).
Piperazine has very fast kinetics and can prontla¢eabsorption rates. MDEA,

MEA and KCOs; provide CQ capacityin the solvent and reduce the heat of
regeneration, which would be otherwise too high if piperazine were to be used by



itself. These mixed solvents are being studietiench scale, but they amet yet

used in industry.

1.2. The absorption/stripping process for CO; capture

CO, removal is achieved industrially by a process based on a pair of columns,
one absorber and ontipper. The purpose of the absorbetasapturehe carbon
dioxide, whereas the purpostthe stripper is to regenerdtes solvent, so that it is
ready to be recycled to the absorber. The cyclic process is shéwgumel.2. The
absorber has two fds; at the bottom the flue gas enters the column and flows
upwards. The C@content of the feed changes with the type of flue gas. Gas
turbines produce flue gases with approximately 3 mole%. Glatural gas and
coakfired power plants generate more £@ith flue gases containing-@% and
10-12% of CQ respectively.

The solvent is fed at the top, flowing down the column and contacting the gas
phase. This solvent comes from the bottom of the stripper, and is tzdied
because it has the lowest €€bntert in the process. The solvent cannot be fully
regenerated, because this would be too energy demanding. Nevertheless the
regeneration needs to be almost complete, because the partial pressurg of CO
allowed in the outlet gas streams can be as low as 50 mitégCQ content of a
liquid aminewater solution is usually expressed in termsoafling (total moles of
COy/total moles of amine). In the absorber, during contact between the liquid and
the gas phase, the @@nters the liquid phase due to a conceiutnagradient. If
there was no amine, there would be only physical absorption and the solvent would
be quickly saturated with GOThe presence of MEA or other alkanolamines drives
the CQ into the liquid phase due to a fast reaction. Besides providing CO
capacity, the amine enhances the absorption rates, which can be as much as one

hundred times faster than in a physical solvent.



The most common way to provide contact area for mass transfer is the use of
packing. The liquid phase forms a film around pgaeking, increasing the area of
contact between the gas and liquid phases. Other ways to provide contact area are
the use of sieve trays or sprays.

The gas coming off the top of the absorber is purified and can be discharged
into the atmosphere. Becauséstgasusuallydoes not need further processing, the
absorber can operate at a pressure just above atmospheric, high enough to let the
gas stream overcome the column pressure drop. From the bottom of the absorber,
the exiting liquid phase takes the naofeich solvent, because it has the highest
CO; loading. This is the stream that is fed to the stripper for regeneration. Typical
values for lean and rich loading in aqueous MEA areO®land 0.4€.5 mol
CO,/mol MEA respectively.

< Condenser
Purified Gas Lean Amine
CoO,
N ] H,0O
1 atm
wn
> —
o L~ E
n 2 g):ross HE| T
O T
py) m .
® A eboiler
m
p)
N N \
. . Steam
Gas Stream Rich Amine

Figure 1.2. Schematic of absorption/stripping process for C@removal with
alkanolamines.



The stripper column operates by driving the,@0t of the solvent, through the
generation of steam. Steam is generated in a reboilbe ddttom of the column.
Energy is required in order to vaporize the liquid at the bottom of the stripper. This
energy is usually provided by utility steam. The steam produced flows upwards
and, having a low C@Ocontent, can drive the mass transfer from liquid to the
gas phase. The energy requirement becomes higher as the purity of the lean solvent
increases. An overhead partial condenser limits the amounts of water and amine
eliminated with the top gas. The stripper usualbgrates at higher pressiyfie5-2
atm) than the absorber for two reasons. First, the purifieduS@ally needs further
processing or transportation, whether it is sold for enhanced oil recovery or
disposed of in tanks. Secondly, the higher pressure implies higher temperatures
(11012@ C) and CQ has a heat of absorption in MEA approximately twice that of
H,O. As a consequence of the Clausiilapeyron thermodynamic relationship
(1.6), the vapor pressure of giDcreases with temperature more rapidly than the
vapor of pressure of Wer does. Thus the relative amount of G®H,O in the gas
phase increases as the temperature increases. In equatio® k6the vapor
pressure of a component, R the universal gas constanndis the heat of
vaporizationof wateror the heat otlesorptionof CO,. This pressure effect will be
de<ribed in details in section 5.5

dinP* _ DHi - v
dT dRT?

A cross exchanger is used to heat up the rich amine and to cool down the lean

(1.6)

amine. The rich amine needs to reaemperatures of approxiredy 110° C,
whereas the lean amine is cooled down to absorber temperature, approxinfately 40
C. The cross exchanger uses the sensible heat of the hot stripper bottoms to heat up
the absorber bottosn This reduces the energy to be provided by the rebdites.

lean solvent usually needs to be further cooled with cooling water, before reaching

absorber temperatures.



1.3. Modeling of the process and scope of work

Extensive experimental data have been collected in the past twenty years on the
CO,-MEA-H,O sysem. These data cover thermodynamic equilibrium, rates of
absorption and rates of reaction. Many thermodynamic models and rate models
have been created in order teproducethe experimental data. Among the
thermodynamic models, the Kent and Eisenberg noe{tt®676) must be cited for
its simplicity. The currently most used model forstlsystem is the electrolyte
NRTL, developed by Chen et al. (1979).
energy of a mixture and will be described in details in chaptefhis model
successfully reproduces experimental data in a wide range of temperature and
loadings.

The djectof the present work is to create a model for an absorptigging
process with MEA, based on the experimental data collected so far. The
equiibrium data collected by Jou et al. (1995) are used to develop a rigorous
electrolyteNRTL thermodynamic model; the absorption rate data collected by
Dang (2001) are used to develop a rate model. The model was developed in
ASPEN PLUS with the RATEFRAC™ module. RATEFRAC is a rate based
model used to simulate packed and tray columns. The mass transfer rates are
calculated with an algorithm that uses film theory for the diffusion of the species in
the liquid and gas phases and accounts for reaction rates icalculation. The
commercial version oRATEFRAC is not suiableto reproduce the experimental
data for CQ absorption in MEA. This problem will be described in detail in
chapter 3. It relates to the wdATEFRAC calculates the rates in the liquid
bourdary layer. AFORTRAN subroutine was written for the kinetics, in order to
fix the problem. ThRA(RATEFRAC model was vatlated with field data provideloly
Fluor Daniel (Won et al.1999, obtained from the commercial power plant in
Bellingham, MassachusettShis work represents the first successful model with
RATEFRACfor acid gas treating with MEA.
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Other models have been completed in the past, using either commercial
software or language codes. TSWEET is an afga®e sweetening computer
program, which hasden used since the early eighties for modeling of acid gas
removal (called sweetening in the case of removal from natural gas). Model results
with TSWEET can bedund in the literature (Holmes al., 1984).

Another software in use is AMSIM, which usesigorous norequilibrium
stage model (Zhang et al., 1996). Along with commercial packages, programs
written in FORTRAN or Visual Basic have developed. These programs have the
advantage of being specific for amine gas treating. They usually perform rigorous
boundary layer integrations for the calculation of mass transfer rates. A model by
Al-Baghli et al. (2001) uses this method. Although these rigorously integrated
models provide a better insight on mass transfer with chemical reaction in the
liquid bounday layer, they are usually slower, and present challenges in simulating
the whole process. The purpose of this work is to understand how the design
variables affect each other at the level of the whole process, not of the single
absorber and strippeASPEN PLUS provides tools to perform analyses of this
type. For this reason it was chosen as platform for this model.

The ultimate bjective of the model is to findn optimum operating point for
the process, characterizday a minimum energy requirement forgiven CQ
removal. This work wants to provide a tool for the design of, @&noval
processes with lower costs. The main design parameters are heights of the two
columns, solvent rate, temperature approach to equilibrium in the cross exchanger
and operatig pressure of the stripper.

Other configurations of the process are explored, that may lead to lower energy
requirements. A split flow processas first proposed by Shoeld (1934nd its
schematic is shown iRigurel.3. General information osplit flow effects is given
in Kohl and Nielsen (1997Applications on flue gas desulfurization were studied
by Rochelle(1977), who proposed the configuration also for,@G&@moval The
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effect of split flow on HS removalfrom natural gasvith MDEA was studied by
Shethna et al. (1997), who showed thiae tsplit flow configurationcan reduce
energy requirement#n this work the effect of split flow o680, removal from flue
gases s studied.The split flow process will be described with maetails and
analyzed irsection5.6.

Purified Gas CO2
H,O

D
0
I
43940Ss4av
— =
i
i
|

d3ddidls

Flue Gas

Figure 1.3. Schematic of a split flow process for C@ removal with
alkanolamines.

In this modification of the absorption/stripping process a portion of the liquid
phase flowing down the stripp is extracted from the column. This split stream
(also called serdiean amine) is cooled down to absorber temperatures through
process heat exchange and extaling, and is fed to an intermediate stage in the
absorber.
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Chapter 2

Thermodynamic Model

A model of an absorption/stripping process requires the use of rigorous
thermodynamics Although CQ absorption is a neequilibrium process, the
knowledge of the equilibrium composition dhe CQ-MEA-H,O systemis
required to determine liquid phase driving forces and solution speciation.

2.1. Solution chemistry and equilibrium governing equations

The following reversible reactions occur in the liquid phase when 8O
absorbed into an aqueoudgion of MEA.

Kcarb
MEACOO + H,0 <— MEA + HCO5 2.1)
Kaco2 .
CO, + 2 HO “— HCO; + HyO 2.2)
KaHcos
HCOs + H,0 ——> C@ + HyO' (2.3)
. Ka meaH " .
MEAH" + H,0 «—> MEA + HO (2.4)
Kw
2 H0 «—>» HO' +OH (2.5)
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Every reaction repeents an equilibrium constraint. Solving the thermodynamic
problem for the solution of #, MEA and CQ at a given temperaturand
pressureameans finding the mole fractions of eachtloé components both the
liquid andthe vapor phaseBecause the i@nare norvolatile, only CQ, MEA and
water are present in the vapor phaSice there is a total of nine components,
there arel2 unknownsin the problem, that require 1€quations. The known
variables are total MEA caentration and C@oading of the solution. The solving
equations aréhefive equilibrium constraints (2.6), the G@aterial balance (2.7),
the MEA balance (2.8), the total material balance (2/@jtroneutrality2.10) and
thephase equilibrium relainships for C@ MEA and water (2.1-2.13).

Oay

Ki=—t_—— (2.6)

fegglant | .
Ofa)
1
Xcoztota= Xco + XHcas + Xcas + XMEACOO (2.7
XMEAtot = XMEA + XMEAH © +XMEACOO™ (2.8

1= Xcoe + XvMEA+ XH20 + XHCos +Xcos™ + XMEACOO + XMEAH ™ +XH:0" +Xorn (2.9)

0 = (XHco3™ +Xmeacoo™ +XoH +2Xca: ) - (XmeaH™ +XH3o') (2.10
Pyea = oca’HeaXca (2.12)

P20 = 9H20PH20 XHz0 (2.12)

Pyiea = OveaPVEA XMEA (2.13)

In equation 2.6 jais the actiity of component i in solution and; is the
stoichiometriccoefficient of component i in reactionli equations 2.11 &b.is the
Henryo6s c o.mnshe solvent. o dquad@s12 and 2.13 Boo and Puea

are the vapor pressures of@Hand MEA respectively.
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The equilibrium constants are temperature depandecording to equation
2.14 where T is irfK.

NK, = A+2+CInT +DT (2.14)
T

The same temperature dependenceusrfod f or t he Hemnmyods

water. The values of the constants, from Austgen (1988)eported iTable2.1.

Table 2.1. Values ofconstants for T dependent expressions for equilibrium

constantsand Henryds ceopims®ant for CO
Parameter | Keq, Keq, Keq, Keq, Keq, Hcoz.120
reaction reaction reaction reaction Reaction
2.1 2.2 23 24 25
A -0.52 231.46 | 216.05 |-3.038 132.89 |170.71
B -2545.53 | -12092.1| -12431.7| -7008.3 | -13445.9| -8477.7
C 0 -36.78 |-3548 |0 -22.47 | -21.95
D 0 0 0 -0.00313 | O 5.78-3

2.2. Solubility data used in this work

Rochdle et al.(2001) and Dang2000) have reviewed the extensive solubility
data forthe system C®MEA-H,O. Only the data collected by the Mather
research gpup wereused n this work Leeet al. (1976)ollecteddataat1 to 5 M
MEA, 25°C to 128C, with 0.1 to 2mol CO/mol MEA. Jouet al. (1995)ollected
data only in30 wt% MEA, at0°C to 150C, with 0.001 to 1 mol Cgmol MEA.

The equilibrium model for CO, absorption in MEAdeveloped by Austgen
(1989 was basedn the Lee data. The work of Jou, done 20 years later, pointed out
thatLe e 6 s d affected Wyarsgstematical errora consequere of the
experimental technique used to measure the ©a@ding | n
solution was acidified by adding.,BO,. The carbon dioxide evolved and was
measured volumetrically. There is a small amount of tb@ remains in the acidic
solution, andhatseemedo be the cause @ systematical loading ungeedction
by approximately 0.04.

13

cons

Leebdmm work t



In Jowb s wile C® loading was measured using two different techniques,
gas chromatography and precipitation of BaCDhe former was used for low
loading, the latter for higher loading\ few points were measured with both
methods, showing consistent measured valuEse Jou data are considered the
most reliable solubility measurements available in the literallre vapor pressure
of CO, varies over three orders of magnitude from unloaded solutions to loadings
of 0.40.5

The model developed hereses the Jou data for @evelopmentof an
equilibrium modeby the ASPEN PLUSData Regression System (DRS), using
electrolyteNRTL framework developed by Chen et al. (1979

2.3. System non-idealities

The mixture of C@, MEA ard water is highly nosideal in the liquid phase
The presence of ions and polar molecules creates significant thermal effects in
solution. In order to predict equilibrium correctly, a good activity coefficient model
iS necessary.

The electrolyteNRTL was chosen by Austgen (1989Posey (1996 and
Bishnoi (2000) as the most tablemodel forthe system€0O,-aminewater. The
presentwork starts from the model developed by Awstgand improves it
includingd ou 6 s d araneeteriragression. pAustgen hadmhe his regression
with data from several investigators, including Lee

The gas phase does not present significemtidealities, since the pressures of
interest are not high (atmospheric t& 4tm). The thermodynamic model used in
ASPEN PLUSuses the quation of Redlickkwan-Soave to treat vapor phase non

idealities, even if the calculated fugacity coefficients are always very close to one.
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2.4. The Electrolyte-NRTL Model

The thermodynamic model developed in this work useskbetrolyteNRTL
theory develped by Chen and Evarf$979)and extended by Mockt al. (1986)
for mixed solventlectrolyte systemsA short descption of the theory will follow.

More information on the model derivation can be foun@lven et al. 197, 1982,
1986),Austgen(1989 ard Bishnoi (1998 200Q.

The ElectrolyteNRTL model is a model for the excess Gibbs free energy of a
solution. From background thermodynamics, it is known that the activity
coefficients of every component of a mixture can be related to the excess Gibbs
freeenergy byequation 2.15

Ino —mgﬁg’mj | (219

g is the activity coefficient of species i in solution,isithe number of moles of i,
GF is the excess Gibbs free energy, defined as

G =G-G" (2.16
where & is the Gibbs fre energy if the mixture weréleal. The excess Gibbs free
energy is related to excess enthalpy arzess entropy of mixing (eq. 217

GF=H"- TS (2.17)
The excess enthalpy is determined by the fact that a component changes its
interactions withthe surrounding componentshen the composition changes.
When ions are present in large amounts in the solution, they interact strongly with
each other, and every molecule of £&nong them reduces the intensity of this
interaction. For this reason the € subject to the so calleshling-out effect. It
tends to leave the liquid phase when the solution has high ionic strength, because
this reduces the total enthalpy of the solution. The excess entropy is due to a
change in the randomness of tleeipracal position of the molecules in solution.

The presence of ions creste pseudo crystalline structure in the aqueous solution,
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because water molecules tend to hydrateidhe. The electrolyteNRTL model
assumes that the non ideal entropy of mixingegligible compared to the heat of
mixing.

The electrolyteNRTL model gves an analytical expression ftine excess
Gibbs free energy. In the modef @ a sum of three termghe long range ionic
forces, the short range molecular forced the Born corrdmon (eq. 2.18

GE=GE P 4 g E BORN, 5 ENRTL 2.1

The long term ionic forces are described with the theory of Detugkel,
modified by PitzerThe term depends heavily on the ionic strength of the solution
Ix, defined in terms of mole fractions thfe ions like in equation 2.19where zis

the charge of ion i.
I, =%éi Xiz? (2.19

Documentation of this theory can be found in Chetnal. (1979). This term
describs the interactions between ion3.he Born correction is a term introduced
by Scaulaire et al. (1989), in order to bring the reference states of all the ions to

infinite dilution in water.The term GPPHyGFEORN

representshe long range forces
contribution with reference state of the ions at infinite dilution in water.

The short rangenolecular forceseed to be included to account for hydrogen
bonds and local interactions afioleculeswith molecules, molecules wiibn pairs
andion pairs with ion pairsThese interactionare described by theon random
two liquids(NRTL) theory deeloped by Renon and Prausnitz (1968he NRTL
theory in the presence of ions uses two assumptions. Thaotikeepulsion
assumption states that the locahtpositions of cations around iats and anions
around anionss zero The local electnoeutraliy assumption states that the local
charge is always zero. The NRTL term in the excess Gibbs free energy expression

is a strong function of interaction parameters, defineztjuation 2.20
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ti i = gjilé_l_gki (2.20

gi and g are the energies of iraction of species i with speciesapd k
respectively. Equation 2.26 the basis for the nermndom distribution of species j
and k around speciesTihe local mole fractions of j and k aroundX; and X, are
calculted according to equations 2.a@dd 2.22 where X=(x; C;), G is the charge
for ions and unity for molecules; is the total mole fraction of j in solution, and

ajixi IS a parameter called nonrandomness facors a symmetric parameter:

a;j=aj,-
Xi _aXid
— = i, ki 2.2
Xki (;;k iﬁj “ (2.29
Gi,xi = e(' il ki) (2.22

The local composition around a species i, that can be a molecule, an anion or a
cation is determined by the relative energies of interaction of every species with
species iThet values are impossible to measure and thex lta be obtained by
numerical regression. Normally they are assigned a temperaturendbep
expression (equation 2.23

U=A +$ (2.23

2.4.1. Electrolyte-NRTL model applied to CO,-amine systems

Austgen (198 applied theElectrolyteNRTL modelto the MEAwaterCO,
system He regressetl parameters anthe carbamate stabilityonstants to match
available experimental datBased onChenet al. (1986) he fixed all thetd sr f o
ionic pairionic pair to zero, and h&et all the nonrandomness fastéor molecule
molecule interactions and waten pair interaction to 0.2As suggested by Mock
et al. (1986)he set the nonrandomness factors for alkanolamm@air and CQ

ion pair to 0.1. These same values were used in this work. For theQ@izAdl,0
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system, Austgen regressed thealues for MEAH,0, H,O-(MEACOOMEAH"),
H,O-(HCOsMEAH™) and their reciprocalAll the other watefon pair and ion pair
water parameters were set at fixed values of 8.0-4uid The amingon pair/ion
pair-amine paramets and th€O,-ion pair/ion pairCO, wereset to 15.0 aneB.0.
These values were reported by Chen and Evans (1986) and Mock et al. 424986)
average values of a large numlmérwaterion pair and organic solvein pair
parameters All the values regsed by Austgen were used in this work, except the
td s f O(MEABOOMEAH"), (MEACOOMEAH")-H,O, H20-(HCOs
MEAH™), and(HCOs MEAH™)-H,0.

Austgen used different sets of experimental data for his regression, including
the data of Lee et al. (1976) menwohaboveThe fact that this set of data was
affected by systematic error produced regressed parameters that reproduce this
error. In this worka new regression was performed, using the data of Jou et al.
(1995) instead of those of Lee et al.

2.5. Regression

New interaction parameters were regressed in this work to make the model of
Austgen match the experimental data of Jou et al. (199&)regression was done
using the Data Bgression System (DRS) ASPEN PLUS the same tool used by
Austgen.The regresse@arameters are thtevalues for the wateon pairs HO-
(MEACOOMEAH"), H,0-(HCOsMEAH™) and theireciprocal.

Jou reported partial pressures of £&s a function of C® loading and
temperature.The DRS requires that temperature, pressure, liquid phase mo
fractions and gas phase mdlactions are entered for every experimental point
Because the solution speciation is not known a pribg, dpparent component
approach was used. The vapor pressures of MEA a@dw¢re estimated using a
flash calculationin ASPEN PLUS Their partial pressures were obtained with
Raoul tdos | aw. The total cgpPesaadie Thavas
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mole fractions were calculatedividing partial pressures by total pressure.
Appendix A reports detailed inputs anduéts of the regression.

The DRS uses an algorithm developed by Deming (1943) called maximum
likelihood. This algorithm tats all the experimental variablegually. Therefore
temperature, pressure, liquid and gassphmole fractions are all variablésat
contribute to a function to minimize. Thenittion is given in equation 2.34iu et
al.,1999)

ND NV g(Z(:AL EXP) (2.24)

Fradg 5y
The summation is over the total number of data points and the total number of
variables. 2°- and Z** are the calculatkand experimental values, respectively.
The standard deviation reflects the confidence of an experimental valsezalues
for temperatures and pressures were set at lower values (higher confidence) than
liquid phase mole fractions. The gas phase maletibns of MEA were assigned a
standard deviation of 100%, due to the large uncertainty of their values, which
comes fromthe use oR a o u | tt®@ calculata twemAll the values for standard

deviations can be viewed in Appendix A.

2.5.1. Reference states used in this work

The reference states for evelgnhgponent are those set BEPEN PLUS H,O

and MEA are both treated as solveritkeir reference state is the pe@nponent.

All the ions have areference statef infinite dilution in water. The Henry
componats(CO,, N, and Q) have reference statat infinite dilution in the mixed
solvent. Table 2.2 summarizes the reference states used and their meanings in
terms of activity coefficients. This set of reference states wastdied by the
defaults ofASPEN R.US. As pointed out by Bishnoi (2000), there is a consistency
problem with the reference state of infinite dilution in the mixed solvent far CO
oA 1.0 as ¥02A 0.0 in the mixed solvent. The problem is tA&&PEN PLUS
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sees the mixed solvent as the migtwf HO, MEA, and all the ions. The
concentrations of MEA and ions change with loading, therefore the reference state
is different as the loading changd@$is would not be a problem if the Gibbs free
energy of formation of C@at the reference state clyma accordingly; but the
Gibbs free energy of formation is fixed, since the equilibrium constant is fixed.
This creates a thermodynamic bugASPEN PLUS It is not easy to quantify the
effects of this bug. This inconsistency could betremoved, becausgds built into

the ASPEN PLUScode. The same inconsistency was present in the work of
Austgen. Bishnoi(2000) removed the inconsistendyy redefining the reference

state of CQas infinite dilution h water in a standloneFORTRAN code.

Table 2.2. Reference states and their definitions

ComponentsActivity coefficient definition

H,O, MEA |Symmetricfi=g fi°x gA 1.0 as A 1.0

lons Unsymmetricfi=g fi' x; g A 1.0 as ¥ 0.0 in pure water

CO,, N2, O [Unsymmetricfi=g fi' x; g A 1.0 as ¥4 0.0 inmixed solvent

2.5.2. He n s godstant

The Henryds c¢ompone ntNg OiNiirogerhaed orygent ur e ar e
are present as inert speci@&he val ues of t heir Henryds coc
important because they are almost insoluble in the solvent. For @&ead, the
use of a good Henrydés constant is required
In ASPEN PLUSthe problem is the way mixed solvents are tread&RPEN PLUS
cal cul at escotntsd ahe sr ys mi xed solvents averag
in pure solvents as in equatiad?5 through 2.27as reported in thARSPEN PLUS
manuals om Liu at al. (1999.

|I‘1(Hcod1')cozn ) =4 WAIn(HCOZ,A/OCOZUA ) (2.2

A
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INHcoz2A(T,pa) =A +B/T +CInT+DT (2.26)
Hcoza(T,P) = Heoza(T, pa )expgei Fﬁ/coz,f\’ dp8 (2.27)
RTq, Q
Hai s the Henryds c on gisthenwteight fractignofrselverea ol v en't
A, based on true seent composition ratio (i.eexcluding all the components that
are not solvents)g” is the activity coefficientat infinite dilution inthe mixed
solvent,ga” is the activity coefficient at infinite dilution irheé pure solvent A.
Equation 2.260i ves t he Henryods const aemdfthe n pur e
mixture; equation 2.2ihcludes the Payting correction, that brings the pressup
to the actual pressure of the solutiona™Vis the infinite dilution partial molar
volume of CQ in the mixture.
Based on the previous work olustgen (1989t he Henr yés iosonstant
MEA was dropped. The valuesrfthe constant in equation2B.for Hcog 120 are
reported inTable2.1.

Table 2.3. Values of regressed interaction parameters for the C&MEA -H,0
Electrolyte-NRTL model.

Parameter Value |s

t H,O-(MEAH"MEACOOQO) A | 10.40 | 3.33

t HZO-(MEAH+M EACOQO) B | -119.92| 1055.66
t (MEAH"MEACOO)-H,0 A | -5.963 | 1.30

t (MEAH+MEACOO')-HZO B | 336.45 | 399.42
t H20-(MEAH+HC03') A | 6.88 19.91

t H,O-(MEAH"HCOy) B | 969.63 | 4107.75
t (MEAH HCO;3)-H,0 Al-3.89 |6.99

t (MEAH"HCO;3)-H,0 B|-9135 | 1664.22

2.5.3. Regression results

Table2.3reports the values of the eight regressed parameters, along with their

standard deviatia Except the regressed parameters, all the parameters were kept
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at the values set by Austgdfh989. The standard deviatisnin the regressed

parameters are all fairly high. This means that dbefidence in each regressed

parameter is low: theegression euld have been done withsmaller number of

parameters.The reason why eight parameters were used is that the sanssi@gre

was performed by Won et al. (1999) with the same parameters, and this Electrolyte

NRTL model was built to reproduce the Won model.
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Figure 2.1. Equilibrium partial pressure of CO, at 60 °C for a 30wt% MEA

solvent.

Figures 2.1 and 2.2 show the behavior al&tand 120 C respectively of the

equilibrium partial pressure of GOThe partial pressure of G@& reported as &>

divided by the square of the loadifighe curve generated by the model is comghare

to Jouds d a

Jou et
Table2.4.

a l

t a p o iHketirelytedlRTd maodels, the defauth of ot h e r
ASPEN PLUSand a modl regressed by Won et al. ()9whichused the data of

and a ,id&BA. Thé samedata ar¢ tabulated ino r
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Figure 2.2. Equilibrium partial pressure of CO, at 120C for a 30wt% MEA

solvent.

Table 2.4. Comparison of VLE models and experimental data (Jou et al.,

at 60°C and 120°C.

1995)

60°C

Loading 0.056| 0.119/ 0.20] 0.44 [0.50 |0.56

Jou (1995) 0.032| 0.15 | 0.45| 15.10| 82.50 | 256
Pcoz | Aspen 0.037/0.16 05433 [298 [1961
mmHg | Won et al. (1999] 0.037]0.14 | 0.44| 155 |84.2 | 359

This Work 0.035| 0.137| 0.47] 15.86| 70.16 | 226
12d°C

Loading 0.025]/ 0.12 | 0.35]/0.40 |0.44 |0.47

Jou (1995) 0.738 17.30/ 353 | 915 | 1665 | 3165
Pcoz | Aspen 0.661| 12.20| 405 | 1042 | 2172 | 3359
mmHg | Won etal. (1999] 1.1 | 17.39] 368 | 782 | 1537 | 3035

This Work 1.28 [ 20.67| 464 | 972 | 1695.7| 2456
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It can be noticed thaboth the model regressed in this work and the one
regressed by Won et al. reproduce the experimental points much better than the
default model provided by ASPEN PLUS. Since the work of Jou is considered of
high quality, the model regressed in the presemtkwcan be applied with more

confidence to the absorption/stripping modeling described in chapter 4.
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Chapter 3
Rate Model

The absorption of carbon dioxide in monoethanolamine is aeqaiibrium
process.The CQ reacts with MEA with finite rates. Even though the reaction is
fast, it is generally not close to equilibrium at absorber conditions. Typical values
for stage efficiencies in an absorber tray column are of the order -@&2).%or
packed columnsefficiencies of 0.1 are typical for a height of packing of 2 or 3
feet. It is important to characterize the kinetics of the reactions in the system with
rate expressions that contain temperature dependence and composition dependence.
Two of the five readbns occurring (2.1 through 2.5), need a Kkinetic
characterization. There are different possible ways to write these reactions,
according to the possible equilibrium reactions incorporated in them. In this work
the kinetic reactions agiven byequations 3 and 3.2. These reactions are the two

possible ways by which G@an react directly in the mixture.

CO, + MEA+ H,0%5%%- MEACOO +H,0O" (3.1)
CO, +OH" ¥%%%5- HCQ; (3.2)
The rates can be both expressed with a second order expression.
Reoz.wea = Kz ved COZ[MEA (33)
Reoa. o = kzon™ [COJJOH | (3.4)

The rate constants keaand k on have Arrhenius expressions (equations 3.5).
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a E,g
k, =k? expge R—_‘l\_g (3.5)

Of the two mentioned reactions, only 3.1 contributes significantly to the absorption
of CO,. Even if the ree constant of reaction 3.2 is higher than that of 3.1, the
former reaction is slow, because that the concentration 6fddbl is always very
small in solution. For most practical purposes, reaction 3iptismportant It can

be non negligible only atah conditions, when the G®&MEA reaction is slow.

3.1. Rate data used in this work

There are several researchers who have investigated the rates of reactign of CO
and MEA A good summary of the work done so far on the subject can be found in
Rochelle et al(2001). A few representative experimental works are reported in
Table3.1. Five different experimental techniques have been used for the purpose of
obtaining values for the rate constants: laminar jet, rapid mixing, wetted wall
column, stirred cell and gdped flow. Most of the experiments agree on a value for
the activation energy of approximately 41 kJ/mole. The rate expression chosen as a
starting point for the model developed in this work was that of Hikita et al. (1977),
given in equation 3.6. Accomj to Blauwhoff et al. (1984) this expression well
represents the rates between 5 arfd®&; vea has units of liter/mol s.

LG, Ky s =10.99- 21?52 (3.6)

The concentration range of the data of Hikita is 0:01%8 M, much lower than
the 5 M (approximatg equal to 30 wt%) used industrially and studied in this work.
This is a limitation to the validity of this model. Most of the other data are also at
low amine concentration. The only investigator who analyzed higher MEA

concentrations was Clarke (1964he fact that the values are in relative agreement
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with Hikita adds to the validity of the assumption that the rate constant is roughly

independent of MEA concentration.

Table 3.1. Some literature data on tte reaction between CQ@and aqueous
MEA.

Reference T range (K) | [MEA] koosk | Ea Experimental
(M) kJ/mol | technique

Clarke (1964) 298 1.64.8 7500 Laminar jet

Danckwerts 291-308 1.0 7600, | 41.8 Laminar jet

And Sharma 6970

(1966)

Hikita et al. 278315 0.0150.18| 5868 | 41.2 | Rapid mixing

(1977)

AlvarezFuster et| 293 0.22.0 5750 Stopped flow

al.

(1980)

Penny and Ritter| 278303 0.0090.06| 4990 | 42.2 Stirred cell

(1983)

Littel et al. 318333 3703

(1992)

The kinetics of the reaction between £&nhd OH have been correlated by
Sherwood et al. (1975) (equation 3.7).

Ink,,. =31396- %58 (3.7)

This work took advantage of wetted wall column rate experiments done by
Dang (2001). These experiments were run with the wetted wall column built by
Mshewa (199h The solution contained 5 M MEA and was loaded with, @D
0.3-0.5 moles/mole MEA at £0C and 68 C. These conditions are exactly the
operating conditions of the absorber column modeled in this work. The rate data
were used to correct the rate consfammn the Hikita value. A comparison between
the rate model developed in this work and the wetted wall data is shown later in

this chapter.
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3.2. Modeling of mass transfer in liquid boundary layer

Thesteady statdiffusion of a species in the liquid phase doi@ concentration
gradient is governed by equation 3.8, obtained ataregular coordinates, where x
is the distance from thgasliquid interface into the liquid phase and N is the flux
of the species studied.

N (3.8)
X

The flux of GO, can be expressed as a mass transfer coefficient times a driving
force (equation 3.9).
Neo, =k°(CO,] - [cO,).,.) (3.9)

Different theories have developed to model mass transfer throughligigds
interface. The main mass transfer models are film thepepetration theory,
surface renewal theory and Eddy diffusivity theory. The two theories that were
used in this work are film theory and Eddy diffusivity theory. They are both steady
state theories, meaning that there are no time dependent variablesmodéks.
Penetration theory and surface renewal theory are unsteady state theories and they
will not be introduced here. A comparison between the four theories and the results

obtained with them can be read in Bishnoi (2000).

3.2.1. Film theory
Film theory, intoduced in 1924 by Lewis and Whitman, simply divides the

liquid and gas phases into two regions, a bulk and a film. All the concentrations are

assumed to change only in the film region. In the case of physical absorption (no

chemical reactions occurring)e concentration profiles are linear in the film region

and constant in the bulk region. Combining

this theory predicts a mass transfer coefficient proportional to the diffusion
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coefficient. This is not correct in rabcases, where a square root dependence
appears to be typical. Film theory is the simplest model for mass transfer and it is
not able to represent well the absorption of,G®aqueous MEA unless some

changes are made.

A
A 4

P .
Pcoz,bulk Ccop.int

Ccoz, int

Cco2, bulk

Gas film Liquid film

Figure 3.1. Physical absorption representation with film theory

3.2.2. Eddy diffusivity theory

This model was introduced by King (1966). It predicts a square root
dependence of the mass transfer coefficient on diftysiVhis is achieved by the
introduction of a square dependence of the diffusivities on the liquid depth

(equation 3.10).

Ncoz =- (D

2 COZ
co, + & )% (3.10)

The expression for the mass transfer coefficient is given in equation 3.11.
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k= E,/Dcoze (3.11)

p
The physical interpretation of this hypothesis is the presence of eddies in the liquid

phase, that promote mass transfer as the distance from the surface increases.

3.3. Mass transfer with fast chemical reaction

When one or more reactions are presenhénliquid phase, another term needs
to be added to equation 3.8. Equation 3.12 represents the steady statendiffus
reaction equation when Eddyffusivity theory is used.

p%gDCOZ + 3(2)%5- R, =0 (3.12)

The term Roz contains all the kinetic (non equotium) reactions that CO
undergoes in the liquid phase. These include reactions 3.1 and 3.2 and their reverse.

The assumption that the chemical reaction is fast translates into the assumption
that all the mass transfer is limited in a small region clmsehe gadiquid
interface, named boundary layer. This assumption is valid for thgMEA

reaction.

3.3.1. Pseudo first order models

The rigorous solution of the mass transfer with chemical reaction problem is
rather complicated. It requires the solution @ty simultaneous equations, as it is
described later in this chapter. There are certain situations when it is not necessary
to deal with the complicacy of a large system of equations, if a few simplifying
assumptions are satisfied. Assumps$ 1 and 2 lied below leado the pseudo first
order (PFO) and interface pseudo first order (IPFO) approximations.

Assumption 1: theliquid phase driving forcéPcoz intertaceP cozpui) is small.
Assumption 2: the CQ+MEA reaction is fast enouglthat CO, reaches

equilibrium with the rest of the solution, at its interface composition
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The IPFO apmximation requires assumption 2he PFO approximation
requires assumption 1. In assumptioR dozpuik is the partial pressure of G@hat
would be in equilibrium withthe bulk composition at the bulk temperatared
loading Small liquid phase driving force implies that the MEA is not significantly
depleted at the interface and the reaction products do not build up at the interface.
This assumption translates into thesamption that the concentrations of every
component in solution, except GOcan be considered constant in the liquid
boundary layer. The assumption of small driving force is relative to the loading; at
low loading there is a large amount of free MEAsmiution, and a high driving
force is necessary to break the validity of the assumption; at high loading there is
little free MEA in solution: a very small driving force is required for the PFO

assumption to be valid.

PFO-...
IPFO-. | e s L —
™ -~
—\__ o MEA
Yco2
——~
N X .
Y*MEACOO
N
\h— ————————
N NN\ AN J
v —— >
Gas phase Diffusion region Liquid bulk (chemical
Reaction sub-layer equilibrium)

Figure 3.2. Representation of the PFO and IPFO approximations for
absorption with fast chemical reaction
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Assumption 2(IPFO) implies that all the reaction of Gccurs in a small
fraction of the boundary layer (that can be called readidrlayer), so that the
CO, reachesquilibrium with the rest of the solutidrefore the MEA and the other
species in solution change significantly their concentrations from their values at the
interface (CO, reaches an asymptote in this layefhe reactn sublayer is
controlled by the kinetics. In the diffusion region the MEA and the ions diffuse
from and to the bulk; the COconcentration changefecause it remainat
equilibrium with all the other species.

Both the IPFGand PFO approximatims assumehatthe concentration profiles
of all the speciesn the reaction sulayer, except CQ, are constant The IPFO
differs from the PFO approximation in that the profiles are assumed coastant
their interface valuedifferent from the bulk valueFigure 3.2 gives a graphical
interpretation to the two assumptions.

The advantage of PFO and IPFO models is that the flux gfc@@be derived
from the analytical solution of equation 3.12, when the two following boundary

conditions are applied.

[CO,] = [COJ)i @ x=0 for PFO and IPFO (3.13)
[CO,] = [COz]*buu( for PFO or
[CO,] = [CO, ' as ¥ =, for IPFO (3.14)

The x coordinate goes from the interface into the liquid bulk.

Applying phase equilibrium for CQat the interface (equation 2.11), the
analytical solution$or the CQ flux are equations 3.15 and 3.16; PFO and IPFO
respectivelyln equations 3.15 and 3.16 the £OH reaction was neglected.

(Pcoz,i - PC*OZ,bqu)
(g'l)coz

Neoo = \/kz,MEA[MEA]bmk Dcoe

(3.15)
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(Pecai - Ploai)
(g_| )COZ

P cozi is the partial pressure of GQhat would be in equilibrium with the

Neoo = \/kz,MEA[MEA]i Dcoo (3.16)

composition at the interface
The results are often reported as normalized fl{pdefined by equation 3.17.
Neop = ké (Pcoz,i - Péoz,bulk) (3.17)

It is clear that equation 3.15 rtdbe applied explicitly to calculate the flux,
because [MEAJ,k can be calculated with an equilibrium madkgke the one
described in chapter 2. Equation 3.16 presents the problem that the concentration of
MEA at the interface is not known a priori. Qiffion of reactants and products
needs to be accounted for with mass transfer coefficients for those species. For
exampe, for MEA an equation like 3.18eeds to be appliedcquation 3.18
represerd in a simplified waythe rate of mass transfer of MBfom the bulk to
the interface, if a stoichiometric ratio of 1:1 holds forGAdMEA.

[MEA]n = [MEA]u- ECOZ (3.18

The knowledge of kea and of the mass transfer coefficients for the other species
is required. Equations 3.16 and 31i&ed to be solvedrsultaneously.

If activity based kinetics are used, instead of concentration based kinetics,
equaton 3.16 turns into equation 3;18he driving force is expressed in terms of
activity and t he lsampliciyid the actwity oftC®9nThe o f coO
activity coefficient that appears under the square root transforms the concentration
based diffusivity into activity based diffusivity.

D .
Ncoz = \/kz,MEA[MEA]i ﬂ(acoz,i - aCOZ,i) (3-19

cOo2
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The activity of CQ at the gadiquid interfacecanbe calculated with equation 3,20
where gcoz is the unsymmetric activity coefficient of G@&nd %02 the mole
fraction of CQ.

8cor = JoorXeor (3.20
The activity @op,; is the activity of CQ that would be in equilibrium with the
interface compositionThis is easy to definef ia single kinetic reaction is
considered; in this case-@; is calculated from the equilibrium equation for

reaction 3.1:

o
X X
_ g:. MEACOO “Hy0" Ymeacoo GHso*

aCOZ,i -

(321)

~-0:00

(; XMEAXHZO gMEAgH 20

3.3.2. IPFO model limitations: parallel reactions and rich conditions

If the reaction of C@with hydroxde is includedn the analysis done in the
previous sectioya few changes need to be made. Using activity based kinetics, the

flux is represented by equation 3.22.

DCOZ (aCOZ,i - a*COZ,i) (3-22)

Neoo = J(kz,MEA[MEAJi +k, ., [OH'],)

cO2

The way ao2; is calculated is no longer straiglirward. The term needs to
contain both parallel reactions, in such a way that, at equilibri@m;racoz,f. The
expression chosen in this work ggven by equation 3.23The same type of
problem is encountedif equation 3.16 is used to express the flux.

kZVMEA a'MEACOO a'H 30° + 2,0H" a'HCO3'

. Keo- a K : :
acoz’i — CO2- MEA HZOgMEA CO2- OH gOH (323

kZ'MEAXMEA + k2,0H' Xon-

It can be shown thaif both reactions are at equilibrium, the right hand side is
equalto the activity of CQ. Kcozmea and Keozon™ are the equilibrium constants
for reactions 3.1 and 3.Equation 3.22 is an arbitrary dlidision of the CQ
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reverse rate between reacdhl and 3.2. This introduces a problem of the IPFO

approximation; the representation of the reverse rates may not be accurate, when

more reactions occur in parallel. In the case studied in this workataeofthe

CO,+OH reactionis generally not important, but it is not negligible at high

loading,when the C@+MEA reaction becomes slower. This problenev@nmore

important in mixed amine solvents, where there are two fast reactions in parallel.
Anotherproblem of the IPFO approximation is that its validity is questionable

at high loading, when the rates of @MEA are reduced, because of the low

concentration of free MEA. In this case it is possible that the €@@centration

profile does not reachquiibrium before the concentrations of MEA and reaction

produds change in the boundary layer, thus breaking the required assumption.

3.4. Rigorous boundary layer integration: Bishnoi FORTRAN model

A rigorous FORTRAN model was developed by Bishnoi (2000) fore th
interpretation of wetted wall column experiments with MDEA and piperazine. The
code performs a rigorous integration of the boundary layer, in order to get
concentration profiles for every species in solution. From the concentration profile
the flux of CQ can be calculated. The mass transfer model used was the Eddy
diffusivity theory.

The FORTRAN program was modified in this work in order to model the
wetted wall column experimental data with MEAable 3.2 is a summary of the
inputs and unknowns of thproblem, the equations solved and their boundary

conditions.
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Table 3.2. Summary of inputs, unknowns, equations and boundary conditions
for the rigorous integration of the boundary layer with the Bishnoi coc.

Inputs Unknowns Equations Boundary
conditions
Temperature [CO](x) CO, overall @ x=0
material balance Nyeamean =0
MEA [MEA](X) MEA overall Nhcos/cos =0
concentration material balancg Nyeacoo =0
Loading &) [MEAH *](x) Equilibrium for | Equilibrium
reaction 2.3 relationships for
Pcoz [MEACOO](x) Equilibrium for | reactions 2.2.4-
reaction 2.4 2.5
Liquid flow rate | [HCOs](x) Equilibrium for | [CO2i=[COZ]°
reaction 2.5 Electroneutrality
[CO57](X) Electroneutrality) @ xA o
[i] = [i] equiibrium
[H30](X) Molecular CQ
material balance
[OH(x) MEACOO
material balance

3.4.1. Simple equilibrium model and physical properties used in the
Bishnoi FORTRAN model

The density and viscosity were correlated using the empirical corredation
Weiland (19%). Both correlations account for temperature, MEA concentration
and CQ loading effects. The diffusivity of COwas related to the viscosity
according to a Stokesinstein correlation (equation 3.R4used previously by
Pacheco (1998).

0545

é' ater 0
Doy = D@f} o g (3.24)
¢

olution=

The equilibrium model used in theORTRAN code was not the rigorous
ElectrolyteNRTL model described in Chapter 2, but a simple model where the
activity coefficients were all defaulted to 1 and tadjustableparameters were
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tuned to match auilibrium data. Due to the poor results in matching the
experimental data, the model will not described in details here.

The Henryds constant used 1s | oading de
OHcozin equation 2.11). The correlation used was develdyeWeiland (1996).

90 - 40°C | 28
CO2,water "’ - 2.6
BO |
f | 24
S | | . | o
= S e ," ,,,,,,,,,,,,,,,,,,,,,, S _ Q
g M0 | B | 22 ®_
8 ] %
8 60 ot — — X
T 18 S
50 :\‘7-:':__ ————————————————— ———————— - 1.6
S T = Deoe
r HCOZ,Water LT ‘N _— 1.4
40 — 1 1 | 1
0 0.1 0.2 0.3 0.4
COZIoading (mol/mol MEAI 1)

Figure 3.3. Loading effects on diffusivity and Henry's constant of CQin 5 M
aqueous MEA at 48 C.

Figure3. 3 shows that diffusivities and the
loadng. The lines inFigure 3.3 are at 4D C, but the experimental loading
dependences, obtained from the work of Weiland (1996), refer to a temperature of
25°C. At different temperatures these dependences are likely to change, especially
for t he $lantnThy ldaslingdepandence is an activity coefficient effect,
thus it is related to liquid phase natealities described in Chapter 2.

There are no data available at higher temperature forpG@icalsolubility in

loaded solutions. It is recommendtdtht measurements @hysical solubility be
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made in a range of temperatures frofl@@o 60 C, in order to be able to interpret

the system noidealities with confidence in an absorber integrated model.

3.4.2. Results with the Bishnoi model

Figure 3.4 reportsthe results of the attempt to reproduce the wetted wall
column data (Dang, 2001). Tlegurereports Ig' at 60 C. The model runs were
made setting &;,to 10 times the Ro, The experimental points are compared to
the results generated with the rigos Bishnoi model, with the PFO model and
with the IPFO model. In the case of the IPFO model, the interface composition was

calculated using the rigorous Bishnoi code.

4 10k

2107

Kg'(mol/atm cm? s)

0.1 0.2 03 0.4 05 0.6
COZLoading (mol/mol MEA{ 1)

Figure 3.4. Comparison of rigorous malel, IPFO model and PFO model for
kg' at 60°C.

The model does not match the experimental data well. This can be due to two
reasons. First, the simple equilibrium model does not calculate reliable values for
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the bulk equilibrium composition; secondly, thiecertainty on diffusivity of MEA
and ions can explain the larger error at high loading, where there is a lot of MEA
depletion at the interface and the diffusion of MEA and products is important.

The interesting result of the comparison is that the IPF@ehre@produces very
well the rigorous model. This means that, if the equilibrium model were reliable
and the diffusivities of MEA and ions were correct, the IPFO model would match
well the experimental data. The fact that the IPFO model reproduces theusigo
model results means that the assumption of reaction much faster than diffusion of
MEA and products is verified. The knowledge of good values for the mentioned
diffusivities would allow the use of the IPFO model, which has the advantage of
converging &ster than the rigorous integration.

FromFigure3.4, it can be seen that the PFO model follows the rigorous model
well at low loading, as expected, whereas it overpredictsg’thmlen the loading is
higher than 0.2.

3.5. RATEFRAC kinetic model

A rate model vas developed witRATEFRAC, theASPEN PLUSmModule that
solves packed or tray columns by rigorous rate calculations. Reaction kinetics,
mass transfer coefficients and heat transfer coefficients are used to determine mass
transfer rates and heat transferesatlt is the most rigorous model thRSPEN
PLUS provides for the solution of columnghe model was customized to
reproduce the IPFO approximation.

The diffusivities of the MEA and the ions in solution are estimateA®YEN
PLUS. Binary mass transfer efficients and heat transfer coefficients are
calculated by ASPEN PLUSusing the correlation of Onda et al. (1968).

RATEFRAC divides any packed column into a user defined number of
segments, each corresponding to a given height. In this work the segmesats

defined to be well mixed in both the liquid and the gas phase. Given nominal
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interfacial area for the packingSPEN PLUSuses the Onda correlation (Onda et
al., 1968) to estimate wetted area per unit volume. With the specified column
diameter and thaeight of a segmenASPEN PLUScan estimate the wetted area
per segment. For the wetted wall column modeling, the wetted area is fixed and
known, thus the area routine wasfgssed and a fixed value was assigned to the
wetted area.

On every segmenRATEFRAC performs norequilibrium material and energy
balances on the liquid and the gas phases. Whereauihbrium reactions are
present ASPEN PLUSrequires that a kinetic expression is provided, in order to
calculate a value for the number of moleseafch component reacted on the
segment, which is then included BWSPEN PLUSInto the material and energy
balances.

ASPEN PLUSuses film theory to describe the liquid boundary layer. Unlike a
rigorously integrated moddRATEFRAC does not calculate comptisns between
the interface and the bulk, but simply calculates the total amount of reaction on a
segment, averaging the reaction rates at the interface andbnlkheccording to

equation 3.25

Neon Mdholdu@ + R, (holdup), (3.29
¢

Ncoz is the number of mek reacted in a segment, R is the reaction rate, hgidup

is the specified liquid holdup, holduis the volume of the boundary layer,
calculated byASPEN PLUSusing equation 3.268~nhered is the thickness of the
boundary layer, calculated BYSPEN PLUS a, is the wetted interfacial area per

unit volume, S is the column diameter, and z is the height of the segment. For the

wetted wall column, the term,8z is known and constant.
(holdup), = &8, Sz (3.26

The bulk reaction term is usually negligiblegecause the reaction is fast enough

that chemical equilibrium is reached within the boundary layer. Unklesr t
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assumption, if equation 3.2% divided by @Sz, the fluxis represented by equation
3.27.

_R
Neoz —Ed (3.27)

3.5.1. User kinetic subroutine

Two bugs in théASPEN PLUSalgorithm needed to be fixed with a user kinetic
subroutine. The subroutine code is provided in Appendix B for reference.
If a second ordeconcentration baseskpression is used fop kas in equation 3.3),
the flux become

Ncoz =gk2,MEA[MEA]i ([COZ]i - [Coz]i*) (3-2&

There are two problems with the formula represented by equat8 The
first is that there is a first order dependence gnek and [MEA], whereas there
should be a square root dependencepmaling to equation 3.16

The second problem is thidte RATEFRAC model does not have activity based
kinetics as an option. He concentrationdriving force ([CQJi-[CO.];’) is not
consistent with the Electroly#tdRTL equilibrium model.[CO.]; is defined by

equation 3.29.
. _[MEACOQO].[MEAH"],
COJT = i ' 3.29
[CO]; [MEA] (3.29)

When thisconcentration driving force is zerihe interfaces not necessarily at

equilibrium This can lead to wrong results if equilibrium is important in any part
of the column. Activity based kinetics are required to soleititonsistency.

Both problems were solved writing BORTRAN kinetic subroutine for
RATEFRAC. The routine computesflaux according to equation 3.2%hich gives
the right dependencies tg =4 and [MEA], and uses activity based kinetics. The
diffusivity of CO;, required in equation 3.2%as calculated in the subroutine, with
the nethod described by equation 3.ZPhe viscosity was calculated with the
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method of Weiland et al. (1996Fquation 3.23vas used to calculateg, . The
interface compositions calculated by RATEFRAC iteratively, using buiiit
diffusivities for MEA and the ionsAll the activity coefficients are calculated with
the ElectrolyteNRTL model described in Chaper 2.

RATEFRAC requires that &, the number of moles of GOreacted m a
segmentis returned to the programggp is related to the flux db, through the
wetted area, the column cressctional area and the segmenghg according to
equation 3.30

Noce = Neoo@,S2 (3:30
The wetted area is calculated in the suwitine, using the correlation of Onda et al.
(1968).

3.5.2. Results with the RATEFRAC model

The FORTRANsubroutine discussed above was used to model the wetted wall
column data of Dang (2001). The rate constaniek was adjusted in order to
match the experinmgal k;. The adjustment fact¢AF) is defined in equation 3.31

. \D .
Ncoz,calc = \/(AF kz,MEA[MEA]i + k2,OH- [OH ]i ) gC02 (acoz,i B aCOZ,i) (3.31)

CcO2
ko mea is the rate constant of Hikita et al. (1977). The normalized flux, not the flux
was matched, so that equilibrium mismatch was not accounted forgortieetion.

At low loading the normalized flux is almost independent of the diffusivities of
MEA and reaction products (the PFO approximation is valid). The low loading data
were used to adjust theg,I kcalculated with the Hikita kinetics. The adjustment
factor corrects foruncertainties on the rate constant, the diffusivity of,Cie
activity coef fi cnsteam. Tle adustdenttfactakesite formy 6 s
of equation 3.32 The temperature dependence of AF reflects the need of different
corretions at 40 and 66C. The data at higher loading were modeled with the
adjusted K.
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40506
T(°K)

This correction translates into a factor of 5 aP@tand a factor of 2.3 at 6C.

In AF =-11.32+

(3.32

This correction is significant and it can be atttdulito the increased solution ionic
strength in loaded solutions. This is consistent with the results of Pinsent et al.
(1956), who showed that ionic strength as 1 M NaCl increased the reaction rate of
CO, with ammonia by a factor of 3.

Table3.3 reportghe simulation results for the four datassatllected by Dang
(2001).The temperature, loading and gas bullkXRvere used as inputs; the driving
force was calculated in ASPEN using the binltcorrelation for gas phase mass
transfer coefficient and theegressed Electrolt®RTL equilibrium model.
Figures 3.5 through 3.9 show the results graphically.

It is important to reproduce the experimental temperature depender@eilcnf k
order to build a reliable model for a n@othermal absorber. As it cdye seen
from Table 3.3, gincreases with temperature. The temperature dependence in the
adjustment factor corrects for uncertainties in the temperature dependences of
Henr yos cdiffusititpand activilg Eefficient.

The plots show that the ®@aat low loading are reproduced accurately by the
model. This is expected, because the model was adjusted based on these data. The
data at high loading, instead, are underpredicted by approximately 100%. Two
reasons could be the cause of this probleme fifist reason is related to the fact
that, at 0.5 mol C&mol MEA, the diffusivity of MEA and ions determines the
flux; if the diffusivities are underpredicted, the flux is underpredicted. The second
reason relates to the reliability of the experimentaiadat high loading. It is
difficult to measure high loading accurately, because of the high tendency,of CO

to desorb.

Table 3.3. RATEFRAC modeling resultsof Dang's data.

T (°C) | Loading (Pi-Poui) (atm) FluXex, (Mol/icm?s)  [kq' (mol/cm®atms)
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Exp Calc Exp Calc Exp Calc

40 0.297 | 9.02E04 | 9.47E04 | 1.88E08 | 1.92E08
40 0.297 | 1.10E03 | 1.14E03 | 2.16E08 | 2.29E08
40 0.297 | 1.24E03 | 1.32E03 | 2.55E08 | 2.63E08
40 0.297 | 1.41E03 | 1.48E03 | 2.84E08 | 2.97E08
40 0.521 | 3.27E01 | Not conv.| 8.71E07 | Not conv.| 3.56E6 | Not conv.
40 0.514 | 2.99E01 | Not conv.| 1.07E06 | Not conv.| 3.83E6 | Not conv.
40°C 40 [0512 | 2.78E01 | Not conv.| 1.35E06 | Not conv. | 4-50E6 | Not conv.
=05 1o 0.509 | 2.45E01 | 3.85E01 | 1.50E06 | 8.22E07 | 4.59E6 | 2.13E06
60 0.28 4.05E03 | 4.96E03 | 9.72E08 | 1.25E07
60 0.287 | 5.07E03 | 6.12E03 | 1.23E07 | 1.52E07
60°C [ 60 |0.291 |6.04E03|7.25E03 | 1.50E07 | 1.78E07
a=0.3| 60 | 0.292 |7.13E03|8.46E03 | 1.76E07 | 2.07E07
60 0.536 | 1.56E01 | 1.45E01 | 6.10E07 | 3.47E07 | 3.90E0§ 2.4E06

2.02E5 | 2.00E5
40°C
a=0.3

2.45E5 | 2.48E5

60°C
ac05 60 0.531 | 1.94E01 | 1.97E01 | 9.28E07 | 4.96E07 | 4.79E06 2.5E06
"1 60 0.529 | 2.22E01 | 2.25E01 | 9.51E07 | 5.29E07 | 4.28E06 2.3E06
25107
~ - 40°C | | |
Nw 210" e a=0.297-0.3 rrrrrrrrrrrrrrrrrrrrrrr rrrrrr .
-7 : ! : ! f
g 15100 Dang (2001) e ]
E s
< 110 f : S L -
> ; ! : ! }
[T
oY 510° A .
@)
0 & | | | i
0 0.002 O.OOA*r 0.006 0.008
. -P(atm)
interface bulk

Figure 3.5. Results of the RATEFRAC model at 40 C and loading of
approximately 0.3.
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Figure 3.6. Results of the RATEFRAC model at 60 °C and loading of
approximately 0.3.
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Figure 3.7. Results ofRATEFRAC model at T=4FC and loading of
approximately 0.5.
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Figure 3.8. Results of the Retefrac model at60° C and loading of
approximately 0.5.

3.6. Recommendations

The results showrnn this chapter suggest that the rate model still needs
improvements. The limited amount of experimental data does not allow a
regression of parameters. More experiments with wetted wall column and
loaded 5 M MEA are recommended in order to regress the depender@eon:f k
loading.

The fact that there are no data famysical solubility in loaded solutions at
absorber temperature represents a weakness of the model. Meassireh@6x
physical solubility in loaded solutions of aqueous MEA are therefore
recommended.

The model also needs better values of MEA diffusivity in the aqueous solution.
Wetted wall column experiments at high loading could be used to estimate the
value ofthe diffusivity of MEA at different temperatures and loadings.
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Chapter 4
Integrated Modeling

The themodynamic model and the rate modiescribed in chapters 2 and 3
were used to model the absorber and the stripper of @eré&noval process
described in chapter 1Figure 4.1 shows the absorption/stripping process. The
values shown in th&igure were measured in a commercial plant (Bellingham
which was used as a base case. The vaupeseported in Won et al. (1999The
heights of the columns and the type of packing are not reported here, because they
are proprietary information of Fluor Corp. The reboiler duty is reported normalized
to the number of molesf CO, removed; the values are divided hytypical
operating walue, which will not be disclosbecauseproprietary information of
Fluor Corp. This reboiler duty will be referred to as relative specific reboilgr du
and will be indicated with Q.

The base case MEA concentration in the solvent is 30 wt% on an adload
basis. Acharacteristic of the base casadvent is that, during the test days, it was
partially degraded to heatablesalts. The heastablesalts will be defined and
coveredater in this chapterThe concentration of 30 wt% is considered stalie
salt free.The base case was run with 3.5 wt% rstablesalts.

The base case is a low g@rocess (3.13 mol%), typical of gas turbine
exhausts. The removal of G the absorber is approximately 85%, leading to a

CO, partial pressure in the vent gb@oximately 40 mmHg. The absorber operates
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at 1 atm, with the inlet gas at 2 psig in order to overcome the pressure drop in the
column. The flue gas coming from the turbine exhausts at 1 atm an8F2i40
cooled to 115F in a water saturator; it goesdligh a blower that compresses it to

2 psig and the temperature increases tdA45The absorber pressure is kept as
close as possible to 1 atm, because the compression costs can be prohibitive at
higher pressure.

L=4.0 cum/min

Purified Gas 400C 110°C
CO, = 0.5% Co,
1 atm 0
Removal=85% > |
w -~ Py
8 HX T=20 OF %
pY) ; ; m
w I |
m
Py 120°C
— 17 aim) \
_ Steam
Gas Stream | agcy=0.42 a ~0.16
3.13% CO, LEAN—™"

T=65°C
G=255 Mscum/hr

Figure 4.1. Base case absorption/stripping process with 30t% aqueous MEA
(Bellingham plant).

As described in chapter 1, the stripper pressure is higher, because this increases
the fraction of the heat duty that is used to desorh, C&mparedd the fraction
that goes into evaporation of water. The other reason for operating at higher
pressure is that C{nheeds to be sent to further processing or disposal. Operating at

lower pressure would require more compression of @Wwnstream.
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Higher pressre requires higher temperatures. The cross heat exchanger heats
the rich solvent to stripper temperature. The steam operated reboiler provides the
remainder of the energy required to heat the solvent (sensible heat), along with the
heat required to geneeastripping steam and the heat required to reverse the
CO,+MEA reaction

The absorber and stripper column models are now described separately.

4.1. Absorber models

The absorber column was modeled in two different ways. One way uses the
RATEFRAC model developedor the wetted wallcolumn (described in section
34). The second way useSSPEN RADFRAC and stage efficiencies calculated
with the BishnoiFORTRAN model (described in sectidh3). OnlyRATEFRAC
was used to model the overall process, but RROFRAC modé provides an
interesting alternative way trepresenthe absorber, and it will be described in this
chapter.

4.1.1. RATEFRAC model

The RATEFRAC model for the absorber column uses the sameciples
explained in sectio®.4 for the wetted wall column model. ghlifference is that
the gasliquid interfacial area is not fixetbr the column. The packing used was
specified in the packing specification form in tRATEFRAC interface, and the
interfacial area was calculated B\SPEN PLUS using the correlation of @a et
al. (1968). Twenty segments were used to represent the padkieg. were
defined to be well mixed in both gas and liquid pha3é® solvent enters the
column at the first segment, the flue gas enters at the bottom segment.

The choice o0 segmerst was based on an aysis done on the singlease
caseabsorber column. The number of segments was incréasadlOup to when
the predicted C® removal was not affected by @éhnumber of segments

significartly. Going from 20 to 30 segments, the remoshhnged byl %. A
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higher number of segemts could give more accurate results, but the computation
time would be too long.

The kinetic subroutine was the same used for the wetted wall model. An input
file for the base case simulation (of the whole processicluded in Appendix C.

It does not include the data that are proprietary to Fluor Corp.

Using the same kinetic constants as in the wetted wall column, the simulation
did not match successfully the plant base case data. The performance was slightly
underpredicted. Theflux predicted by equation 3.2%as multiplie@ by an
adjustment factoto reproduce the plant data. Two arguments can be used to
explain he necessity of an adjustment factor.

1. The corelation of Onda et al. (1968) manpt be satisfactoryfor this
type of packing. The Onda model predicts a wetted area of
approximately one half of the total area for the packing used. The
adjustment factowould imply a wetted area greater than 50% of the
total area Measurements of wetted area are needegrove this
hypothesis.

2. The issue of wrong diffusivities for Mkand ions, described in section
3.4, can cause underprediction of absorption rates at high loading. The
absorber bottom, in this base case, is at loading of 0.42. At this value of
loading the diffusivities of MEA and reaction products can be
important.

It is impossible to attribute the error to one specific reason, unless more
measurements are made. All the results must be interpreted with caution: if the
main cause of the error is wrong adbted wetted area, it is likely that, as the
conditions change, the factor still holds and the results are reliable; if the main
cause of the error is wrong diffusivities, then a constant correction factor is likely to

overpredict performance at low loadi and to underpredict performance at high
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loading. This is because at low loading the diffusivities are unimportant, whereas

they are rate controlling in absorbers that operate at high loading.

(KPa)

P
CO2

- —

0.15 0.2 0.25 0.3 0.35 0.4 0.45
CO2 loading (total COZ/total MEA)

Figure 4.2. McCabe-Thiele diagram for Bellingham base case absorber, outlet
gas Ro, compared to plant value, kg' adjusted, heatstable salts included in
analysis.

Figure 4.2 is the McCabd&hiele diagram derived for thiease casabsorber
column with theRATEFRAC model. The poinbn the diagramepresents the base
case outlet C® concentration, measured at the Bellingham plant. It can be
observed that the absorber does not pinch in any point of the column. An
equilibrium pinch is defined as a point in a column wehie driving force is very
small, and equilibrium and operating lines are close to each other. Pinches are often
associated to several stages, or segments, that achieve little or no removal.

The equilibrium line in Figure 4.2, like those of all the Mb&Thiele

diagrams that will follow, was derived by calculatingof® with a bubble point
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calculation, usinghe liquid temperat@ and composition of three segneeirt the
column. AFLASH block in ASPEN PLUSvas used to calculate the bubble point.
The eailibrium modelwas the Electrolyt®dRTL model described in Chapter 2.

4.1.2. RADFRAC model
ASPEN RADFRACIs theASPEN PLUSmodule that solves equilibrium stage

columns. The absorber column in the 4@moval process is a packed column, and
it has limited absompon rates. An equilibrium stage model cannot be applied
directly to this process. Stage efficiencies need to be used, in order to account for
finite rates. The transitionagkingstage is done assigniagfixed height of packing
to a stage, and treatirigat height of packing as well mixed in both gas and liquid
phase (this assumption is followed also RATEFRAC). The Murphree stage
efficiency is defined as

off = Your™ ¥in (4.1)

Y = Yn

where y, and y refer toFigure4.3 and y is the gas phase mofeaction that

would be in equilibrium with the liquid leaving the stagg.fx

l Xin T Yout

T yin l Xout

Figure 4.3. Packing height assigned to RADFRAC stage.
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More physically meaningful efficienciesere defined by Pacheco (1998) as

modified Murphree efficiencies, given in terms of partial pressures (equation 4.2).

P P
eff,, = —ou” (4.2)
P -P

The modified efficiency is more meaningful, becatisedriving forces are defined
in terms of partial pressire, andhe total pressure in equilibrium with the liquid is
different from the total pressure of the stage. The modified efficiency can be

expressed in terms of mole fractions, like in equation 4.3.

eff = Pyt—y (4.3)
=y -y,
P n

Peq is the total presse in equilibrium with the liquid and P is the system total
pressure. As described by Pacheco (1998) there are cases when these can be
significantly different.

The modified efficiency defined by equation 4.2 can be calculated using the
BishnoiFORTRANmModd, according to equations 4.4 and 4.5. Equation 4.4 can be

derived with a differential material balance on the liquid phase.

a K.a SPz§
eff =1- exp% Lg (4.4)
¢ G =
1 1 1
e (4.5)
Kg kg k§|!

Ky is the overall mass transfer coefficient, ik the gas phase massnsfer
coefficient, and g was defined by equation 3.17. In equation 4,4sathe wetted
area per unit volume, S is the column cross sectional area, @ttdhpressure of
the stage, zs the height of packing assigned to the stage, G is the glesfiow

rate.
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The Bishnoi model providesyk k; and a, ar e

correlations (Onda et al., 1968). For this work Z was assigned an arbitrary value of

2.5 ft.

The modified efficiencies were provided to tA&SPEN PLUSmodel, but
ASPEN PLUSuses standard Murphree efficiencies (defined in equation 4.1). It is
likely that the Bellingham model is not affected heavily by the error introduced,

because this particular absorber is not pinched, which means’ gaat<Pco2 in

every point of the colum and eff,@ff.

The solution of the absorber column requires iterations onRBBFRAC
model and the Bishnoi model, because the latter requires temperature and

composition profiles in order to calculate efficienciésgure 4.4 shows the

iterative process

obt ai

Initialize

efficiencies

Simulation
completed

YES

A 4

Run
RADFRAC

Are the
efficiencieswithin
10%of previous
iteration values?

A 4

Get temperature
and composition
profiles

Y

Run Bishnoi
FORTRAN
model

Calculate
efficiencies

Figure 4.4. Block diagram of RADFRAC model of Bellingham absorber.
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The heatstablesalts were not included in the RADFRAC model. This could

cause an overprediction of absorperformance (see section 4.2).

60 ‘ | | : 0.5
0.4

0.3

T(°C)

0.2

Buipeo|-Aoualdlyjo

0.1

45 0.2 0.4 0.6 6.8 10

Figure 4.5. Liquid t emperature, loading, efficiency profiles for the Bellingham
absorber from the simulation with RADFRAC and the Bishnoi mode] 3.13 %
CO,, 30 wi% MEA, lean loading 0.16, heat stable salts not included in
analysis.

Figure 4.5 shows some results of the simulation of the Bellingham base case.
Liquid temperature, loading and efficiency profiles are shown. The left end of the
plot represents the top of the absatbThe lean loading and the lean solvent rate
were fixed at the Bellingham base case values (0.16 and 4.0 cum/min respectively).
The calculated removal is 88.7%. Three curves were plotted, for three different
heights of packing assigned to a stage (2.3,and 4.1 ft/stage). Intuitively the
efficiency increases with the height of a segment (according to equation 4.4). The

efficiency profile is decreasing going down the column. This is a consequence of
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the fact that the COloading increases, reducing tfree MEA in solution, thus
reducing Ig' and the efficiency.

The loading profile is smooth from lean end to rich end. Changes in the height
of a stage do not affect the loading profile significantly.

The liquid temperature profile presents a typical budbgape. This is due to the
fact that the exothermic reaction produces heat and the heat is absorbed by the
liquid and gas streams. The position of the bulge is, in this particular case, close to
the top of the absorber. This means that the liquid absooss of the heat in the
top stages. In fact, at low G@ontent in the flue gas, the liquid flow in the column
is relatively small, thus the liquid heat capacity is small. As a consequence the
liquid temperature gradient at the top of the absorber isstegp. Even though the
reaction occurs throughout the column, the temperature starts to decrease in the
middle of the column, because the liquid is cooled by the flue gas flowing up the
column.

From Figure4.5 it is clear that the temperature profile iedent for the three
different heights of a stage. This is a consequence of the facR&ARFRAC
assumes that the heat transfer efficiencies are 100%, even if the mass transfer
efficiencies are limited. Under this assumption the heat transfer is odietpreif
the height of a stage is small. In the case of 1.7 ft/stage the temperature increases
faster at the top of the column and the heat is dissipated faster at the bottom.

In Figure4.6 a comparison between the RADFRAC and RATEFRAC predicted
temperatee bulges is presented, for the cases of 3.13 mol% (6&e case) and
10.3 mol% CQ. The 10.3 % case was run at 90% removal, with an (£0f
2.6. The difference between the two models is that RATEFRAC perform rigorous
heat transfer calculations, wieas RADFRAC assumes thermal equilibrium on a
stage. In both cases RATEFRAC predicts a larger temperature bulge, with a higher
maximum and a slower dissipation at the bottom of the column. The 10%a5©

presents a wider temperature bulge than the 3% d#&se can be explained with
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the fact that, at higher G@ontent, there is more reaction occurring; a higher liquid
heat capacity absorbs the extra heat of reaction, but the gas rate is the same as the

3% CQ case, thus the cooling capacity of the gasdsiced.

75

20/ e — < Ratefrac
‘ 10% CO, ‘

65 \

60

Liquid T (°C)

55 [ T T e=3%C0, T AN
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45 i | | |
0
Z/z

total

Figure 4.6. Absorber liquid temperature profiles for 3.13 mol%-85% removal
(base case) and 10.3 mol%©0% removal. RATEFRAC and RADFRAC
results are compared.
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4.2. Stripper model and heat stable salts

93 % CO,
7% H20 ondenser
T=50°C
A
Segment 1 «—
Water Wash
A A vapor
DP= 15 KPa feed cipit—— | > | &——
v v feed Feed
T=110°C
Segment 2
A
A\ 4
Segment 3 18
A
\4
< Reboiler
Segment 19 (segment 20)
v T=120°C
R P=1.7bar
Lean solvent

Figure 4.7. Scheme of thd(RATEFRAC stripper model.

The stripper was modeled with ASPEN RATEFRAC. A detailed scheme of the
stripper is shown in Figure 4.7. Twentggsnents were used to represent the
packing.The number of twenty was chosen based on the same reasoning used for

the absorber. Going from 20 to 30 stripper segments, the baseebader duty
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changed byapproximately 3%. The reboiler, which was modeleds an
equilibrium stage included in the RATEFRAC column, was set to operate with the
heat duty necessary to obtain a specified lean loading. The partial condenser,
modeled also as equilibrium stage but separately from the rest of the column,
condenses parnof the water present in the vapor at the top of the column and
returns it to segment 1 of the column, which represents a water wash. The
condenser is modeled as a heater at constant temperature %t (B0fC), which

keeps the percentage of water e igas stream leaving the column approximately
at 7 mol %. The rich solvent is fed on
ASPEN PLUS) and is flashed by ASPEN PLUS at its temperature and at the
pressure of segment 2, in order to calculate the feedrvépation and
composition. The liquid fraction is fed into segment 2, the vapor fraction is fed into
segment 1. Segments 2 through 19 represent the packing part of the column. The
base case operates with a reboiler pressure of 1.7 bar and with a cokssure

drop of 15 KPa.

4.2.1. Instantaneous reactions approximation and gas phase

resistance

Kinetics were not used in the stripper, due to convergence problems in the
kinetic algorithm at higher temperatur@t the operating temperatwef the
stripper (110 °C-120 °C) the reactions are faster, thus they were modeled as
instantaneous. An analysis was done to estimate the error produced by this
approximation As explained in section 3.3.1, the IPFO approximation divides the
boundary layer into two regions, ooentrolled by reaction rates and one controlled
by diffusion of reactants and products. The liquid phase mass transfer resistance is

determined by the resistances of the two regions in series (equation 4.6).

Riquia = Rero + Rist (4.6)
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Ripro is the resstance of the reaction sldyer, R.s is the resistance of the
diffusion region, where the reactions are instantandegsation 4.6 turns into 4.7
when massransfer coefficiergare introduced.
1 1 1
K Koo K,
9

g,IPFO g,inst

(4.7)

The IPFO(kinetic controllel) term is given by equation 4.8, if concentration based

kinetics are used.

kl — \/k2[MEA]I DCOZ

g.IPFO —

(4.9

HCOZ

All the symbols have been introduced in chapter 3.

The instantaneous coefficient can be calculatetigusguation 4.9derived in Dang

(2001),and vdid for small driving forces.
L 1

HCO,I

The instantaneous coefficient depends on the partial derivative of the equilibrium

kI(?prod (49)

partial pressure with respect to the £a6tal concentration. It also depends on the
physical mass transfer cdiefent of the reaction products and MEA, ks The
derivative was obtained running the ElectroldBTL model described in chapter
2; k%4 was obtained from the correlation of Onda et al. (1968), using the
diffusivity of MEA, as representative tiiat ofall the reactants and products, and
the values of liquid and vapor rates of the base case (L=73.8 Kg/s, V=6.4 Kg/s).
The diffusivity of MEA was calculated from that of MDEA (Rowley, 1999), with a
correction for molecular weight, multiplying by actar of 1.5.

The error done by assuming equilibrium reactions in the stripper can be
estimated by calculating the fractional resistance of the instantaneousTtesm.
approximation is good if the fraction is close to 1.
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k
fraction inst= —- (4.10

g,inst

In the analysis some approximations were made. The lgatépendences in
equation4.8er e negl ected, and the values for
CO, were those in pure water. The correlations were those of Versteeg et al.
(1998). The rate constawas that of Hikita (1977), multiplied by a constant value
of 5 to represent the correction based on Dang (2001), describethjter 2.

Because equation 4. valid only at small driving force[MEA]; was
approximated with [MEA].k. Table4.1 fows the result of the analysis, done for
60 °C and 120°C. At 60°C the instantaneous resistance is always negligible. At
120°C it is controllingat high lading, but at low loadinghe kinetic resistance
accountdor almost 70% of the total resistance.

Table 4.1. Analysis of importance of the kinéics at absorber andstripper
temperature.

T (°K) Loading 1/Kq 1pro 1/Kg inst Fraction
molCO,/mol MEA | cmPs atm/mol cm?s atm/mol  |instantaneous
333 0.2 1.87E+3 1.0E+1 5.71E-3
393 0.2 8.69E+2 4.04E+2 3.18&-1
333 0.4 3.91E+3 4.6E+2 1.0ee-1
393 0.4 2.04E+3 1.07E+4 8.3%E-1

The conclusion that can be drawn from this section is that the stripper model
contains a source of error, thahds to overpredidche column pedrmance, since
part of the resistance is neglected. This problem becomes more important as the
lean loading gets lower.

Since the reactions in the stripper are considered instantaneous, what limits the
mass transfer in the stripper is the diffusionedatants and products, along with

the gas phase resistance.
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The error introduced by the use of instantaneous reactions is higher if the gas
phase resistance is small€he gas phase resistance in the stripper is between 50%
and 70% in the base case gtep. This shows that the error is not negligible,
because the mass transfer is not completely controlled by the gas phase.

Figure4.8 shows the fractional resistance profile in the base case stripper, along
with loading and vapor flow profile§.he gas phse resistance was calculated from
the ASPEN PLUSsimulation results of the base case.
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Figure 4.8. Gas phase resistance, loading and vapor rate profiles for the base
case stripper.

The gas phase resistanmnds to increasas the loading decreases. This is
related to the fact thatg'k(equation 3.17) is higher at low loading, thus the liquid
resistancedue to reaction kinetics smaller The gas phase resistance tends to
increase as the vapor flow ratecosases. This can explain the minimum seen in

Figure4.8, which is due to the combuheffects of loading and vapor flow rate.
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4.2.2. Heat stable salts

The regressed vaptiquid equilibrium model described in chapter 2 becomes
very important in the stripperadel. The regressed VLE model is very sensitive to
the presence, in solution, of hesahblesalts (HSS). These are defined as any salts
formed by neutralizing MEA with a strong acid. The fact that the acid is strong is
what makes these saktable Oncethey are formed, they do not go back to MEA
and acid unless a strong base is used. This means that, in a conventional
absorption/stripping process, the hstablesalts keep circulating with the solvent
once they are formed.

The heastablesalts are prducts of degradation, and can be present as sulfates
or formates. In this model they were modeled as formébesied according to

equation 4.11
MEA+HCOOH- MEAH"HCOO (4.1

The concentrations of HSS are normallgported as concentrations of
neutraized MEA, because the anion is not known, and more anions could be
present simultaneouslyn this work the heattablesalts are reported as fraction of
total MEA.

The presence of hestablesalts in solution is due to addition of a strong acid to
it. The MEA becomes partially neutralized and therefore less effective fer CO
removal: the absorber performance is reduced. In the stripper the reaction from
carbamate to MEA and GGs favored by the addition of an acid in solution: the
stripper performances enhanced. For a given total MEA concentration the
equilibrium partial pressure of G@s higher in the presence of hesaiblesalts,
because equilibrium is shifted towards the acid species (suchas CO

In the presence of hestablesalts, the defiion of loading is slightly different

from the one seen so far. It is important to distinguish between total MEA and
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active MEA, that is the portion of the total MEA that is not neutralized into heat

stablesalts.
Loading=a = [CO,] (4.12
[MEA], - [HSY
A heatstablesalt loading is defined:
p=LHS3 (4.13
[MEA],

Thebase case was run wibk0.1.

In order to understand qualitatively how the he#dble salts can affect
equilibrium, a simplified model was set up, where timly reaction occurring is
4.14

CO, +2MEA2 MEACOO +MEAH" (4.19

At low loading this reaction can practically describe the speciation thoroughly,
because the concentrations of all the other species, including bicarbonate, are
negligible. If the equilibum expression for reaction 4.1¢l written and rearranged

to give the partial pressure of g@quation 4.1% generated.

rea x(0) (- A0 0-0) @19

K(a) is a pseudo equilibrium constant, composition dependent. Its loading

dependence can be derived from experimental data (Joy 09%). At 120°C,
K(a) has the expression given by equatidtb4.

K(a) :12—'6 (KPa) (4.16

Plotting Ro2 versusCO, loading at different HSS loadings, different isothermal
equilibrium cuwes can be generatedligure 4.8 shows three different ismermal
equilibrium lines (120°C), for b=0, 0.1 and 0.2 at constant active MEA
concentration: the heatablesalt was added on top of a 30 wt% MEA solution

Clearly the equilibrium lines are shifted up by the presence ofstaaesalts. This
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is intuitive: adding a strong acid to the solution, the,@@olves into the gas phase.
The points on the plot represent the experimental data of Jou et al. (1995) at 120
°C. The straight lia is an estimatedperating line, derived from the reboiler duty.

vap
L DI—' H20

Slopeof operatingline =L/V = (4.17

r

The vapor mole flow generated in the reboiler (V) is proportional to the reboiler
duty @Q); it is practically steam, sPHu.0 P is the heat of vaporization of water at

reboiler conditions. L is the liquid mole flow.

T=120°C
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Figure 4.9. Isothermal stripper equilibrium lines at 120°C at different HSS
loadings and Bellingham operating ling fixed (L/G)nass=0.78 fixed lean
loading=0.16,HSS added to 30 wt% MEA.

From Figure 4.9, it can beseen that the Bellingham operating line is not
compatible with a solvent free of hesiiblesalts. The equilibrium curve with=0

intersects the operating line. A higher reboiler duty (approximately 1.5 times)
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would be required to lower the slope of theemting line, so that it stays below the
operating line. The curve with=0.1 is perfectly compatible with the operating
line, with an equilibrium pinch a@pproximately0.24 mol CQOJ/mol MEA. At
b=0.2, the equilibrium line is even higher. The rdédoiduty could be lowered
more, and still be compatible with the operating line.

Figure4.9 shows only qualitatively why the Bellingham base case reboiler duty
cannot be matched unless hstiblesals are accounted foFigure 4.10 is the
McCableThiele diagranderived from a rigorouRATEFRAC run, where the heat
stablesalts are modeled as MEAHCOQO and the ElectrolytdRTL parameters
of HCOQO are arbitrarily set at the same values of MEACQ@®@ported inTable
2.3). In theFigurethe McCabeThiele diagram ishown for bothb=0 andb=0.1.

The dashed lines are operating lines, the continuous lines are equilibriunBimes.
adding 10% heagtablesalts on top of a 30 wt% MEA solvent, at fixed solvent rate
andleanloading, the reboiler duty is reduced by appnoiely 40%.

This hints that there can be benefits from adding acid to the solvent. Kohl and
Nielsen (1997) showed that in gasrification processes acids haveen added to
enhance thestripping of amine solutions Carey (1990) showed that partial
neutalization of the aminewith sulfuric acid can improve performance of an
absorption/stripping system for,8. The combined effects of the hesiblesdts
on absorber and stripper will la@alyzed in details in Chapter 5.

Another interesting result of theigorous RATEFRAC simulation of the
stripper is that, upon adding hesfblesalts, not only does the equilibrium curve
rise, but the equilibrium pinch is removed, with an operating line that follows the
equilibrium line without becoming too close to it.

In Figure 4.10, likein all the stripper McCab&hiele diagrams in this workhe
operating line is extrapolated the point(aan,0), even though there is no vapor
below the reboilerand an opmting line is not defined. The poird {an0) is where

the operating linéends, iflinearly prolonged @ the loading axis.
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Figure 4.10. McCabeThiele diagrams for Bellingham stripper at b=0 and
b=0.1. Results from rigorousRATEFRAC simulation, fixed (L/G)mas=0.78
fixed lean loading=0.16 HSS added to 30 wt% MEA.

4.3. Combined absorber and stripper model

Figure 4.10 shows the schematic of how the absorber and stripper were
combinedn the ASPEN model
The stream inputs are flow rate, temperature, pressureangdosition of the

flue gas and the lean solvent entering the absorber.
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Figure 4.11. Schematic of the absorpon/stripping model.

The cross heat exchanger wasdaled with two separate HEATER blocks in
ASPEN PLUSHE1 and HE2. The specifications are showrrigure4.10 in the
boxes. HE1 has a temperature specification, fixing the approach to equilibrium at
20 °F (11 °C). HE2 has a duty specification, such that the duties of HE1 and HE2
are matched.

The solvent loop is not closed in the model. In order to reduce the computation
time, the lean stream was not connected from the stripper to the absorber. The lean
stream into the absorber represents an input to the model. The lean stream coming
from the striper is forced to match the one entering the absorber, thiDE§HGN
SPECIFICATIONSblocks and CALCULATOR blocks in ASPEN PLUS The
MEA material balance is closed with a design specification, which calculates the

amount of makaip MEA required. The watelbalance is closed with a
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CALCULATORDb I ock, which computes the amount
watero stream, arbitrarily takeaterid r om
balance is closed with a design specification on the reboiler dutyhwewaried to

match the lean loading at the stripper bottom with the one specified in the absorber
solvent feed.

More details on the natel can be found in Appendix C, wheel is an input
file for the base cas€.2is a summary of the input paratees recessary to run the
model; C.3 shows the SPEN PLUS process flow diagra@;4 contains detailed
results for the base cage;5contains detailed results for @af the high CQ cases
descrbed in chapter 5; C. @gives hints on how to get the model to comgesr

The model was used to simulate the Bellingham base case and three test runs
done at the same plant. The results are summarizédhle 4.2, where the dark
cells represent the process parameters that were fixed at the measured values. The
most imporant outputs are the G@emoval and the reboiler duty. The removal is
usually a specification and needs to be respected. The reboiler duty per mole of
CO, recovered is the measure of the energy required to run the process; A CO
removal process downstreawh a power plant can significantly reduce the power
plant efficiency. It is important to be able to reproduce the correct reboiler duty
with a model, if the goal of the model is to design a process with reduced energy
requirements. In chapter 5 an optiation will be discussed, in order to keep the
reboiler duty as low as possibledifferent operating conditions.

The reslts of Table 4.2 showthat the reboiler duty is overpredicted by to
10-15% in the base case and in test runs 1 and 3. In test @véprediction
approaches 50%. It can be guessed that wrong diffusivities calcula&8RiyN
PLUS or wrong gas phase mass transfer coeffisiara@n be the cause of a 10%
overprediction of the reboiler duty Another possible explanation is that the
enthapy of absorption calculated by ASPEHNLUS could be overestimated in the

model. In test run 2 it is more likely that some measurements produced wrong
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values, confirmed by the fact that the measured material balance does not close
very well for this caseWon et al., 1999

A base case for high GQGlue gases is reported in Appendix D. For this case
the kinetics were left at the value adjusted from the data of Dang (2001).

Table 4.2. Summary of results of sinulation of Bellingham base case and test
runs.

Test Test Test
Ref. model Run 1 | model Run 2 | model Run 3 | model
Flue Gas Flow,
MSTDcum/hr 255 268 276 252
CO, mole % in
feed, wet 3.13 2.87 3 2.86
CO, mole % in
vent, wet 0.49 | 0.49 0.34 | 0.342 0.56 | 0.63 0.3 0.38
CO, Recovery, % | 85 85 88 87.9 815 | 78.6 89.7 85.5
Solvent Conc., wt
% MEA 30 28.2 26.6 29
Lean Solvent
Rate, cum/min 4.0 3.63 3.63 3.63
CO, Loading,
RICH AMINE 0.42 [ 0.424 0.37 |10.413 0.41 | 0.439 0.41 | 0.418
CO, Loading,
LEAN AMINE 0.16 0.109 0.129 0.147
Q 0.99 | 1.035 1.125 | 1.515 1.02 | 1.20 0.995 ] 1.135
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Chapter 5
Process Analysis and Optimization

5.1. Reboiler and heat requirements

The RATEFRAC model described in chapter 4 ftre absorption/stripping
process was used to perform sensitivity analyses on the process variables and,
ultimately, to optimize the process in terms of energy requirenfemipointed out
in chapter one, the energy requirement is the main weakness oOtheiGoval
process. The goal of the analyses described in this chapter is to find operating
conditions and process designs tparmit CO, removal with a smaller energy
input. All the runs done to perform the analyses described in this chapter develop
from the base cases described in chapter 4 anenappC for 3% and 10% C®
respectively.

The process requires energy in two points, the stripper reboiler and the blower
that pushes the flue gas into the absorber. The blower energy requirement is fixed,
given by the flue gas flow rate and the absorber pressure drop. The reboiler duty,
on the other hand, changes significantligh process conditions. The optimum
operating point, in this work, is the point that operates at the minimum reboiler
duty, for a give amount of CQremoved.

The process variables whose effeon the reboiler duty wer@nalyzed in this
work are the solvent rate, the heights of the columns, thec@@@entration in the

flue gas, the ratio of heatablesalts to total MEA,and the striper pressure.
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Different operating conditions were compared at fixed @noval. The removal
is usually a design specification, therefore it was not considered as an optimization
variable in this work.

The reboiler is the focus of this energy minimizatitimis some insight is
needed to understand what affects it. Equattoh and 5.2 represent the breakup

of the reboiler duty, obtained from a sira@nergybalance across the stripper.

Qr = QdesCOZ + Qsteangeneration+ Qsensiblheat (5 1)

The heat, provided by condensing stesnthe reboiler, is used to reverse the
CO+MEA reaction (Qes, co), to generate steam in the reboileggb generatign and
to heat the solvent from the temperature at the inlet to the reboiler temperature
(Qsensible heg

Q =-NeeuPHapscon + (V - Ny zo)DHvapH 0t LCp (Tbottom' Ttop) (5.2)

Q: is the reboiler dutyDHaps co2iS the heat of absorption of GADHyap H20iS the
heat of vaporization of watenco, is the number of moles of G@esorbed in the
stripper nu2o is the number of moles of water that condense in the colunsthe
vapor mole flowin the reboiler L is the liquid mole flow in the reboiler, assumed
to be approximately the same as the solvent feedggaitethe liquid specific heat,
and Thotont Twop 1S the temperature difference between top and bottom of the
stripper. Equation5.2 accounts for the fact that water is condensing in the column.
In this work the reboiler duty is always reported normalized to the moles f CO
recovered (equation 5.3)

2 = - DH pscon +MDHvapHZO +ﬁ(Tb

r.ICOZ 02 02

ottom™ Ttop) (53)

An energy balance around the reboilengrates equation 5.4.
Qr :VD_Ivap,HZO (54)
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Combining equations 5.2 and 5.4, equation 5.5 is obtained, showing that, in the
column, the sensible heat and the heat to reverse theMEA reaction are
provided by condensing steam.

otom™ Tiop) (5.5)

Equations 5.2 trough 5.5 arepmpximations, because they assume that only

Ny 20 DH vapH20 — ~ r]coz[]_| abscoz T LCp (Tb

water is vaporized in the reboiler. In reality there is also somed€sbrption.

In the sensible heat term the temperature at the bottom is set by the flash
temperatee of the liquid at the bottom pressure; the temperature at the top depends
on how much heat is transferred through the cross heat exchanger. In this work the
temperature approach to equilibrium in the cross heat exchanger was held constant
at 20 °F (11°C). For a stripper that operates at the pressure of the Bellingham base
case (180 KPa at the reboilerdn=121°C and T,,=110°C.

In this chapter the reboiler duty is reported normalized to the moles of CO
removed. The values are made dimensionlessdar not to disclose the base case
value, proprietary to Fluor Corp.

The results of most of the runs presented in this chapter are reported in
Appendix E.

5.2. Solvent rate optimization

The reboiler duty is very sensiéi to the solvent rate. Aeery low solent rates,
the absorber performance is reduced; the solvent loads up quickly, reducing
absorption rates. The way todgethe removal constant is to wsw lean loading.
On the stripper side, low lean loading means that a lot of steam has to be produced
to regenerate the solvent. At higher solvent rate, the wanted removal can be
achieved even if higher lean loading is used. This reduces the energy required to
regenerate the solvent in the stripper. At very high liquid rates the sensible heat
becomes domant, therefore the reboiler duty becomes higher. oftimum

solvent rate is found, by plotting the results.
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Table 5.1. Optimization of solvent flow rate, 3% mole CO2 in flue gas, 85 %
removal, 0.1 mol HSS/rol MEA, reboiler duty normalized to moles of CO2
removed and divided by a typical industrial value in MJ/Kmol, stripper
bottom pressure 1.7 atm.

Optimum

Absorber | Lean Optimum

L/Gmass loading Rich loading | Qe
0.6326 0.11 0.4171 1.4900
0.6839 0.13 0.4152 1.2697
0.7351 0.15 0.4132 1.1451
0.7801 0.16 0.4115 1.0850
0.8628 0.18 0.4083 1.0505
0.9118 0.19 0.4064 1.0534
0.9678 0.20 0.4043 1.0636
1.0318 0.21 0.4020 1.0781
1.2991 0.24 0.3934 1.1439
1.7749 0.27 0.3829 1.2552

Figure5.1 shows how the relder duty changes with solvent rate for the case of
3 mole % CQin the flue gas and 85% G@emoval For the runs the heatable
salts loading was kept at 0.T.able5.1 shows also the optimized L{gsand the
optimum lean and rich loading.

The slopes bthe reboiler duty curve are different on the two sides of the
minimum. On the left side of the minimum, the heat increases approximately 10
times faster than on the right side. At low solvent rate steam generation accounts
for most of the reboiler dutygt high solvent rate the sensible heat becomes more
important. Because the G@moval is kept constant, the term associated with heat
of absorption is constant as the solvent rate changes.

Figures 5.2 through 5.7 show McCabldiele diagrams for absorbeand
stripper at three different solvent rates. The absorber is never pinched. At high
solvent rate the absorber tends to be more-piached, whereas at low solvent
rates the lean pinch becomes more loose. At very low solvent rate a rich pinch

would beexpected.
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Figure 5.1. Optimization of solvent flow rate. 3% mole CQ in flue gas, 85 %
removal, 0.1 mol HSS/mol MEA, solvent rate normalized toflue gas rate,
reboiler duty normalized to moles of CQ removed and divided by a typical
industrial value in MJ/Kmol.

From the stripper McCab€hiele diagrams information can be obtained on the
reboiler duty. Equation 5.4 states a direct proportionality between retiatieand
slope of theoperating line at thbottom of the stripper.

A tight lean pinch is observed when the solvent rate is low. The high steam
requirement in the case of a lean pinch can be explained graphically. The
equilibrium line is low at low loading; this constrains the operating line te laav
low slope. Because the slope is proportional to L/V, V needs to be high, to keep the
slope low.

At the optimum a rich pinch is observed in the stripper. At these conditions, the
slope of the operating line can be high enough to keep V low. It castibedhthat

the separation is well distributed among the 20 segments. A considerable

75



separation is achieved in the reboiler stage. This is a consequence of the fact that
the reboiler was modeled as equilibrium segment. This assumption may be
guestionablewhen the model predicts a significant composition change in the
reboiler.

At higher solvent rate the rich pinch is tighter. The stripping steam generation
does not decrease, because the slope is constrained by the pinch. On the other hand
sensible heat bemes important, and the reboiler duty increases as L increases.

At the rich end of the stripper it can be noticed that the loading may present a
jump from the value in the feed to the value in the first segment of the column. In
the low L/G and optimunh/G cases, the loading suddenly decreases from the feed
to the first segment. In these cases the rich loading is sufficiently high that, at the
stripper inlet temperature (approximately 1AT) flashing occurs, with fast GO
vaporization.

The fact that C@flashing is predicted introduces an uncertainty, due to the fact
that the model sets the feed at valiguid equilibrium. In the model the vapor
coming into the column, result of flashing, is at equilibrium with the liquid. This
represents reality only the case that sufficiently small bubbles are formed in the
liquid phase upon reducing the pressure of the feed to the stripper pressure.

In the high L/G case, the opposite happens. The loading increases from the feed
to the first segment, and it keepgreasing in the top half of the column. The
reason is that the solvent carries a high heat capacity, due to a high flow rate;
therefore it does not heat up easily due to water condensation. Instead the vapor is
cooled by the -colderliquid, and more watercondenss. This results in
concentration of C@in the gas phase, to the point that the,@sorbsFigure5.8
shows the mole fraction profiles for G@nd HO in the column along with
loading and liquid temperature profilels can be seen that, in thep half of the
column, a pinch is present, and the mole fraction of €lightly decreases going

up the column.
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Figure 5.2. Absorber McCabe Thiele diagram for low L/G case (L/Gnass=0.63).
3% COin flue gas, 85 % removal, 33.5 wt% MEA0.1 mol HSS/mol MEA:.
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Figure 5.3. Stripper McCabe-Thiele diagram for low L/G case [/G nass=0.63).
3% CO2 in flue gas, 85 % removal, 33.5 wt% MEAQ.1 mol HSS/mol MEA:.
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Figure 5.5. Stripper McCabe-Thiele diagram for optimum L/G case (/G mass
=0.86). 3% CO2 in flue gas, 85 % removal, 33.5 wt% MEA).1 mol HSS/mol
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Figure 5.7. Stripper McCabe-Thiele diagram for high L/G case [/G nass
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Figure 5.8. Stripper CO, and H,O mole fraction, loading and liquid T profiles,
for high L/G case (/G nass=1.77). 3% CO2 in flue gas, 85 % removal, 33.5
wt% MEA, 0.1 mol HSS/mol MEA:.

5.3. Effects of the heights of the columns

The effect of absorber and stripper heights was analyzed in this work to
determine to what extent they affect the performance of the process. It is intuitive
that the performance of therqeess improves as the heights of the columns
increase. Higher columns imply more area for mass trandfiee uncertainty on
the wetted fraction of the total packing area is a source of uncertainty on the results
of this sensitivity.

The stripper is usulgl pinched, therefore more area does not improve its
performance significantly. In the absorber the mass transfer rates are slow, and
more area would improve the performance more significantly. The problem of
increasing the height of the absorber is thahplies high capital costs and higher

pressure drop.
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5.3.1. Effect of absorber height, CO, concentration and removal

The first sensitivity analysis involves only the absorber height. The column
diameter was kept constant at the base case value. Three wereegenerated, as
shown inFigure5.9. One curve refers to 3 mol% ¢® the flue gas and 85 %
removal, one to 3% CQand 90% removal and the last to 10 mol%,@ad 90%
removal. Every point on the curves is optimized in the solvent rate. The absolute
values of the heights were normalized to the height of the Bellingham absorber.
Figure 5.10 shows the same results, but the reboiler duty is normalized to a
minimum reboiler duty, which changes for every Gf@ncentration and removal
and corresponds to infte amount of packing. The minimum duty was calculated
increasing the height of the absorber to the point where the reboiler duty stopped
changing. For the thremurves, the values of the mimimum rebodeties (relative
to the reference arbitrary vayare 0.94253% CQ, 85% removal)0.945 (3%

CO,, 90 % removal)and 0.891 (10% CQ 90% removal). It is interesting that,
with a lot of packing, the removal practically does not affect the reboiler duty. In
Figure 5.10 the normalized height is dividedy In(yin/You). The physical
significance of this term is that, if{overall mass transfer coefficier® (gas flow
rate) and P (total pressuke@re constant along the column and equilibrium was not
approached, the height of the column could be egptebvy equation 5.6, which
can be derived with the integration of a differential material balance.

ay,
in 5.6
K PawS %7 (56)

Although only a rigorous costing analysis can optimize the absorber height, it

can be noticed that, at 80% of the referendghtethe process starts to perform

poorly.
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Figure 5.9. Effect of absorber height on reboiler duty per mole of CQ
removed, 33.5 wt% MEA, 0.1 mol HSS/mol MEA:, optimum solvent rate,
reboiler duty normalized to total moles of CQ removed and to typical
industrial value.

Table 5.2. Results of absorber height analysis for the three caseskifjure 5. 9.

Z/Zpase | Qrel Optimum | Optimum | Optimum [minimum
case L/Grass | lean rich Qrel
loading |loading
3% CO» 0.6 1.87 3.29 0.26 0.321 0.942
85% removal | 1.0 1.06 0.91 0.19 0.406 0.942
1.6 0.95 0.82 0.20 0.440 0.942
3% CO» 0.8 1.69 3.37 0.28 0.343 0.945
90% removal 1.0 1.25 1.18 0.19 0.368 0.945
1.6 0.97 0.85 0.19 0.435 0.945
10% CO, 0.8 1.11 5.42 0.29 0.417 0.891
90% removal 1.0 0.96 2.68 0.19 0.442 0.891
1.6 0.90 2.61 0.20 0.460 0.891
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Figure 5.10. Effects ofFigure 5.9, reboiler duty normalized by minimum heat
duty.
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Figure 5.11. Optimized solvent rate for the three cases of Figure 5.9.

Figure5.11 shows how the optimum solvent rate (normalized to the gas rate)

decreases as the height of the absorber inese&horter columns require higher
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flow rates, in order to keep the removal const@iable5.2 shows the reboiler duty,
optimum L/Gnass andoptimum loadings for every point Figure5.9.

Intuitively, a higher solvent rate is required to increase rematvalgiven flue
gas CQ concentration, or to keep the removal constant when the flue gas
concentration increase#t constant CQ@ concentration in the flue gas, the higher
the removal, the higher the reboiler dufhis is a consequence of the fact ttiet
optimum solvent rate increases as the removal increases. This increases the
sensible heat requirement and causes &fSorption at the stripper top.

At constant removal, thenormalized reboiler duty increases as the £O
concentration in the flue gagcreases.Even though the absolute reboiler duty is
higher for the 10420, casethan the 3% C@case, the reboiler duty normalized to
the total number of moles recovered is lower. A simple explanation can be found if
the minimum thermodynamic work requirefor the process is calculated at

isothermal conditions (equation 5.7).

W i P ou
—mn = P = RT |n —<920ut (5.7)
nCOZ CO2,in

For the case of 3 mol% of Gan the flue gas, &.,~0.03 atm; for the 10%
case, Ro=0.1 atm. Assuming a stripper outlet pressure of 2 atm, themonmi
work required to compress the €fiom the absorber inlet condition to the stripper
outlet condition is In(2/0.03)/In(2/0.1)=1.4 times higher in the low C&3e.

Figures 5.12 through 5.19 show McCalbhiele diagrams for some of the cases
discussedhbove.A difference between theptimized3% and 10% C@cases is
that the stripper McCabg€hiele diagram shows a rich pinch in the 3%,@ase,
but it does notn the 10% CQ case. This is due to the fact that the high, C&se
has 3.3 times more GQo desorh but the stripper size is the same. The higher
liquid and vapor rates in the higbO, caseincreasethe mass transfer coefficients
kia andkga, but not proportinally to the CQ@ content. The consequence is that the

column is not large eugh to reaclequilibrium atthe rich end.
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CO2 loading

Figure 5.12. McCabe-Thiele diagram for the absorber; ZpsorbedZpase case0-6,
33.5 wt% MEA, 0.1 mol HSS/mol MEA:, optimized solvent rate
(L/G mass=3.29) 3 mol% CO2 in flue gas, 85% removal.
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Figure 5.13. McCabe Thiele diagram for the stripper; ZapsorbedZBase case=0.6,

33.5 wt%

MEA, 0.1 mol

HSS/mol

MEAot,

optimized solvent

(L/G mass=3.29) 3 mol% CO2 in flue gas, 85% emoval.
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Figure 5.14. McCabe Thiele diagram for the absorber; ZapsorbedZBase case=1.6,
335 wt% MEA, 0.1 mol HSS/mol MEA., optimized solvent rate
(L/G mass=0.82) 3 mol% CO2 in flue gas, 85% removal.

Figure 5.15. McCabe Thiele diagram for the stripper; ZapsorbedZpase case=1.6,
33.5 wt% MEA, 0.1 mol HSS/mol MEA., optimized solvent rate
(L/G mass=0.82) 3 mol% CO2 in flue gas, 85% removal.
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